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Foreword

In the decade since social networking was born, we have seen the power 
of platforms that unite humanity. Across our professional and personal lives, 
social platforms have truly changed the world. Social media has been the tool 
to ignite revolutions and elections, deliver real-time news, connect people 
and interests, and of course, drive commerce. In 2005, industry analysts 
were skeptical about how blogging and its successors could ever be used in 
business; today every single social channel has both B2C and B2B offerings 
sprinkled generously throughout the content.

As businesses figured out that they could use social networks to inter-
act directly with their customers and prospects, questions were immediately 
generated about efficacy and ROI. Was it just hype and noise, or were new 
audiences being reached and new opportunities created? For the first several 
years, the only way to answer these questions was anecdotally. Many brands 
and businesses viewed social media warily, feeling that nothing good could 
come from engaging in online discussions directly.

Things changed as the technology matured to offer tools for social listen-
ing. Whether for business, politics, or news, organizations learned they could 
identify trends and patterns in all the flotsam and jetsam of online content. 
Another leap forward occurred as analytics engines were applied to the vast 
stream of unstructured data, when suddenly big-picture profiles and behav-
iors could be identified.

Today, organizations of all sizes and missions are looking for ways to 
make sense of the information available on the social web. Analyzing social 
media, the right way at least, is now just as important as a brand presence or 
advertising strategy. When done correctly, the insights available can shape 
decisions, make organizations more responsive, and quell negative press 
before it takes off.

In Social Media Analytics, Matt Ganis and Avinash Kohirkar have set out a 
thorough approach to gaining business insights from social media. Matt and 
Avinash understand this challenge. Each has built his career on data analysis 
and insights, and they have specifically looked at social content for the last 
several years. They have examined key vectors of social participation, includ-
ing reach, eminence, engagement, and activation. They understand how to 
filter out noise and focus on relevant insight, building the right tools and 
conducting the right studies to demonstrate trends, correlations, and results.

xviii
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Social Media Analytics provides much-needed understanding of both what 
can be accomplished by examining social streams and why such insights mat-
ter. In the first part, the book looks at data identification, sources, determin-
ing relevancy, and time horizons. In Part II, several chapters explain ways to 
find data—what tools, how to understand output, and getting deep into the 
insights themselves. Part III goes further into interpreting data, looking at 
potential shortcomings of social analysis and useful ways of sharing insight 
through visualization.

Social media has evolved quickly from the initial hype, through the nay-
sayers, and to a point where it is no longer viewed as optional. Today, how-
ever, there are so many social channels, devising a strategy for sharing and 
leveraging the online conversation can make the difference between success 
and failure.

I invite you to think back nostalgically to the days of focus groups, printed 
surveys, and controlled messages. As those tools of the past have faded out, 
they’ve been replaced with a veritable deluge of information. Social Media 
Analytics will help you devise the right strategy to make data-driven decisions 
rather than reacting to that one nasty tweet, looking at the overall story your 
customers and prospects are sharing online.

 Ed Brill
Vice President, Social Business
IBM Corporation
Chicago, September 2015
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Preface: Mining for Gold 
(or Digging in the Mud)

In The Adventure of the Six Napoleons by Arthur Conan Doyle, the     
famous sleuth Sherlock Holmes remarks to his sidekick, Watson:

“The Press, Watson, is a most valuable institution, if you only 
know how to use it.”

That statement, when applied to the wealth of data in social media chan-
nels today (loosely, “the press”), has never been more true. Companies are 
always looking for an “edge” in an attempt to find ways to remain relevant 
to their ever more vocal set of constituents. They are struggling to position 
themselves as trusted advisors or suppliers in a cut-throat environment of 
competitors, where consumers use public opinion (both good and bad) to 
share information and experiences at the speed of light (literally). When 
looking to explore this deluge of social media data, we must think and act 
like detectives. Careful investigations can, at times, lead to many revealing 
insights. This can be both time consuming and complex; it is work that 
requires a careful, methodical effort and not only requires patience and per-
severance, but at times also requires a creative streak or spark of insight.

This book, aimed at executives (or analysts) responsible for understand-
ing public opinion, brand management, and public perceptions, attempts to 
look at the processes and insights needed when attempting to answer ques-
tions within this massive amount of unstructured data we call social media.

Just What Do We Mean When We Say 
Social Media?

A social media website    doesn’t just give you information, but rather it is 
built around a way to interact with you while allowing access to the informa-
tion. This interaction could be collecting comments or suggestions on a blog 
or voting on a specific topic—allowing users to have a voice in a conversa-
tion as opposed to simply reading others’ opinions—this is why we call it a 
social media conversation.

xx
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Think of print media or a static web page or website as a one-way street, 
much like reading a newspaper or listening to a report on television; you 
have very limited ability to give your thoughts on the matter. (Radio talk 
shows at least allow users to call in to express their opinions—although ulti-
mately they have the ability to limit the conversation by cutting off the call 
at any point.) Social media can be considered a two-way street that enables 
communication between end users. Social media gives users on the Internet 
the ability to express their opinions and interact with each other at speeds 
unheard of in the past with traditional media. This popularity of social 
media continues to grow at an exponential rate.

Why Look at This Data?
Consider one of the most famous cases of using Twitter to            watch for 

customer satisfaction issues: @ComcastCares. As BusinessWeek’s Rebecca 
Reisner [1] said, Frank Eliason is probably the best known and most success-
ful customer care representative in the world (or at least the United States). 
In April 2008, Eliason’s team started monitoring Twitter traffic for men-
tions of his company, Comcast, made by disgruntled customers. (Comcast 
is one the largest providers of entertainment, information, and communica-
tions services and products in the United States, providing cable television, 
broadband Internet, and telephone services.) His tactic was to watch Twitter 
and immediately reach out to these customers who expressed dissatisfaction 
with Comcast’s customer service. The idea was to quiet the spread of any 
negative sentiment amongst Comcast customers, while providing a sense of 
personal touch to these frustrated clients.

According to a 2011 report (Eliason has since left Comcast for greener 
pastures), the new Comcast customer care division processed about 6,000 
blog posts and 2,000 Twitter messages per day, which resulted in faster cus-
tomer response times that directly translate into improved customer sat-
isfaction indexes  . While Comcast is not analyzing social media per se, it 
is watching issues related to perceived poor quality so that it can quickly 
address issues and interact with these customers.
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How Does This Translate into Business Value?
According to Eliason , Comcast was able to understand issues on Twitter 

far in advance of their call centers (that is, when customers would call in to 
tell of a problem) [2]. For example, during the NHL playoffs, a sports net-
work carried by Comcast           went off the air. People used Twitter to complain 
about Comcast, claiming the problem was poor service. However, in reality, 
all of the other networks were offline as well due to a lightning strike. The 
Comcast call center was able to find out the reason within a few minutes of 
it happening and was able to put up an automated message telling people 
what happened. In this case, Comcast estimated that it was able to save $1.2 
million by putting up a message about the outage. Customers were able to 
listen to the message and hang up rather than call in to complain, thus using 
valuable call center resources.

As another example, consider a new product launch. The marketing team 
spent hundreds of hours determining the best way to disseminate the mes-
sage of your new offering, and the company has spent millions on advertis-
ing, yet there appears to be lackluster acceptance.

Why?
One way to   listen to the man on the street is to scan various social media 

outlets such as discussion forums, blogs, or chatter on sites like Twitter 
or LinkedIn. Perhaps  you can pick up on messages or customer percep-
tions of your product or brand. Perhaps when you look at the discussion 
around your product, you’ll see something similar to the situation shown in 
Figure  I.1.
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Figure I.1 Social media remarks during an initial product announcement.

This graph was produced for one of the projects we worked with during 
its launch. Note the steep rise in conversation at the initial launch. Social 
media conversations went from 0 to more than 6,000 mentions over the 
course of a few days. This is great! But look at what happens next. The level 
of conversations fell off rapidly, with just a few isolated spikes in conversa-
tion (which were later revealed to be additional announcements). So in this 
case, it wasn’t so much that potential customers   didn’t like what they saw in 
the marketplace (of course, that may be the reason for the lack of conversa-
tion), but it appears more likely that the marketing campaign wasn’t resonat-
ing with the public to pick up and carry on the conversation. We look at this 
particular case in a bit more detail later, but the message here is that a simple 
analysis within social media can quickly reveal where your business plan 
might have gone awry.
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The Book’s Approach

“I keep six honest serving men; they taught me all I know; their names are 
What and Why and When and How and Where and Who.”

—Rudyard Kipling [3]

The process  of social media analysis involves essentially three steps: data 
identification, data analysis, and finally information interpretation. In explain-
ing each of these steps, we provide important insights and techniques that 
can be used to maximize the value derived at every point during the process. 
The approach we take is to first define a question to be answered (such as 
“What is the public’s perception of our company in the light of a natural 
disaster?”). In attempting to analyze these questions, we suggest that analysts 
think like detectives, always asking the important questions “Who? What? 
Where? When? Why? and How?” These questions help    in determining the 
proper data sources to evaluate, which can greatly affect the type of analysis 
that can be performed.

Data Identification

Any social media investigation is only as good as the data in which you are 
searching. The first part of this book explores proper data identification—or 
where   to look in this vast social media space. In searching for answers, keep 
in mind that we will be searching through massive amounts of unstructured 
data, all in an attempt to make sense out of what we find in the process. 
Once we uncover some interesting artifacts, we will be transforming them 
into (hopefully useful) information. In the long run, the ultimate business 
objective is to derive real business insight from this data, turning the infor-
mation we’ve gleaned from these sources into actionable knowledge.

 In the first part of this book, we explore the source of the data that will 
be under analysis. To ensure that what we are collecting is the proper data 
or it explores the correct conversations, we look into questions such as these:

■ Whose opinions or thoughts are we interested in?
■ Where are the conversations about the topic in question happening?
■ Do we      need to look at the question back in time or just current

discussions?
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Data Analysis

In Part II of the book, we explore the data analysis techniques that can be 
utilized in answering questions within the data collection. Again, putting on 
our detective hats, we return to our “honest serving men” as described previ-
ously by Rudyard Kipling and    explore a variety of topics.

How we want to look at this newly uncovered information is important. 
A data model      is used to represent the unstructured data we collect and is 
an important (and complex) part of answering our questions. These data 
models are living and breathing entities that need to change over time or 
when newly discovered insights need to be incorporated into the model. 
These relatively long-running models tend to be complex and difficult to 
finalize, and as a result, many people may want to take a less-detailed view 
of the information. Many choose a real-time view     of the data, where watch-
ing metrics or trends in real time (or near real time) provides a valuable, yet 
low-cost, set of insights. As an alternative between long-running analysis and 
a real-time view lies a structured search model that allows for the searching 
of common words or phrases within a dataset in an attempt to reveal some 
insightful information. Each type of analysis has its pros and cons, many of 
which are explored within this section.

 In an attempt to understand what people are saying, we begin to explore 
some of the interpretations     of the data, looking at simple metrics such as:

■ In a collection that contains Twitter    data related to a new product or ser-
vice, what is the top hashtag?

■ Are those hashtags positive or negative in their sentiment?
■ What is the volume of conversation about the product or service? (Are

people talking about it?)

Other techniques used to discern what people are talking about include
the use of word clouds or the collection           of top word groups or phrases. These 
visualizations can help analysts understand the types of conversations that 
are being held about the company or service in question. More advanced 
analysis may include the use of a    relationship matrix that attempts to under-
stand the interrelationship between concepts or terms (for example, how is 
the public’s view of customer service correlated with perceived cleanliness of 
a store?).
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Marketing teams will be sponsoring advertising campaigns or coming out 
with press releases at strategic points during a new product release or during 
a particular point in time—all in an effort to attract new customers while 
exploiting the loyalty of their existing customer base. But is their message 
reaching the intended audience? The question of where people are talking 
becomes important in evaluating the outlets that people use when discuss-
ing a topic. If the company is advertising mainly in trade journals but there 
is a large amount of conversation happening in Twitter, would          the message 
be better spread via microblogging? (Or perhaps the use of microblogging 
can augment the marketing message?) Along those same lines, if we stand 
on a box in the center of a square and preach our message, do we want to 
do it in the middle of the night when the square is empty, or at lunchtime 
when the square is bustling with traffic. The same is true in the social media 
space: when we choose to disseminate information may be just as important 
as where.

Information Interpretation

Once we have all of this data reduced into information nuggets, making 
sense of the information becomes paramount  . In Part III, we demonstrate 
that the insights derived can be as varied as the original question that was 
posed at the beginning of the analysis. In some cases, the goal is not only 
to identify who is doing the talking in our analysis but, more importantly, 
who is influencing the conversation or who is influential in their thoughts 
and opinions. It’s important to remember what SunTzu once  said: “Keep 
your friends close, and your enemies closer.” The identification of the “mov-
ers and shakers” can be important in social media; these are the individuals 
we want to follow or attempt to get closer to in order to have them use 
their influence for us as opposed to against us. In other cases, what people 
are saying about a particular issue or topic is the object of the research. For 
example:

■ Are people excited about the newly designed web experience that our
company just released, or are they talking about the difficulty in finding
information within our website?

■ How critical are the outsourcing decisions that we just made to the brand
perception of our company or product?
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■ What were the key issues or topics that people cited when they were
expressing negative sentiment?

In our experience, we have also encountered cases in which the where is
the most important finding. For a newly launched marketing campaign, is 
the conversation happening more in company-sponsored venues, or is it also 
happening in neutral venues? Analysis and insights around when are also 
important. For example, is the sentiment for your company becoming nega-
tive around the same time as the sentiment for a key competitor (perhaps 
indicating a downturn in your market)? More   importantly, has sentiment 
for your company or brand gone negative while the competition has gone 
positive?

Why You Should Read This Book
According to Merriam-Webster, Definition of SOCIAL MEDIA: forms of 

electronic communication (as Web sites for social networking and microblog-
ging) through which users create online communities to share information, ideas, 
personal messages, and other content (as videos) [4]. Use   of social media has 
grown exponentially over the past eight years (see Figure I.2) [2]. Thus, 
social media is a major contributor to the explosive growth of big data in our 
world.
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Research has   shown that the growth of social media use is far from over. 
According to Internet Statistics and Market Research Company eMarketer, 
in a report published in June 2013 [5], the current prediction is that one in 
four people across the globe will participate in social media by 2014. That’s 
an incredible number. Consider also:

■ Asia-Pacific will  have largest social network population worldwide
through 2017.

■ The Middle-East and Africa will   have the second largest audience start-
ing next year, because their population penetration rates are among the
lowest.

■ Asia-Pacific has the largest user base with 777 million people, where
44.8% of social network users are expected at the end of the year.

■ The higher penetration of Internet users in India, Japan, Australia, South
Korea, Brazil, Mexico, Russia, Middle-East, and Africa has        helped to
revise the estimated number of social media users in 2013 by 100 million.

■ In 2014, the Middle East and Africa (MEA) region emerged as the second
largest social media hub, with more than 248 million users surpassing
Latin America in regions in the next year.

■ By the beginning of 2015, India was expected to surpass the United States
as the second   largest social media country after China.

IBM CEO Ginni Rometty has     called big data the next great natural
resource [6]. Getting in on the “ground floor” of anything can be challeng-
ing, but if you want to turn this natural resource into business value “gold,” 
you should read this book.

This book will serve the needs of a number of business users. Those users 
who are new to the subject will get a good overall understanding of the 
domain by reading the entire book. Those users who have some familiarity 
with either one or more of the sections of this book will be able to get addi-
tional techniques and methodologies to add to their repertoire. 

To enable you to apply the content from this book to your unique situa-
tion, we have included a number of case studies. The techniques and findings 
we present here are primarily based on over three years’ worth of hands-on 
experience in executing a variety of social media analytics projects for IBM 
and IBM’s clients. To protect proprietary information, we’ve edited the cases 
for illustrative purposes.
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For example, we analyzed Twitter    content for about a month before the 
2014 Grammy Awards were announced and identified a list of potential 
winners. When the actual results came in, every single one of them was in 
the top three choices that we had predicted.

These are just some of the examples of value that people are finding 
by mining this new natural resource. We cover a variety of these use cases 
throughout the book. People have even used this new capability to fine-tune 
multimillion dollar marketing campaigns. And, in some cases, people have 
used analysis of Twitter data during the first two days of a conference and 
created talking points for an executive presentation on the third day.

By reading this book, you will get a broad understanding of the following 
topics:

■ What are the various types of social media analysis that can be done?
■ How do we collect the right kind of data for a project?
■ How do we analyze the data using a variety of tools and techniques to get

the value from it?
■ How do we interpret the results and apply them for real business value?

What This Book Does and Does Not Focus On
A lot of good books out there are targeted at social business marketing 

managers and focused on how to effectively utilize social media channels to 
market their brand, their goods, and their services. We do not focus on that 
approach in this book.

This book is also not directed at technologists, architects, and program-
mers looking to implement the most effective technology solutions for social 
media analytics. We provide some information that might be helpful for this 
type of an audience, but this book is not primarily directed toward them.

This book also does not focus on a single technology platform or a single 
tool and therefore does not serve as a user manual for one of these products. 
The intention is to provide enough information to business users so that you 
can either build your technology solutions or buy solutions to serve your 
needs for extracting business value out of social media and textual content.
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Even though this book is primarily targeted to business users, we cover 
several technical aspects at length to equip business users with enough knowl-
edge to extract value from this book. Subsequent chapters cover enough 
detail, but what follows is a list of some of these key technology concepts 
with a high-level description.

■ Big Data—Big data    is usually characterized by a large volume of data, a
large variety of data, and data that is moving at a large velocity (speed).
For example, this includes the content flowing through the cables of your
local cable TV provider during prime time or content being streamed by
Netflix during the screening of an episode of House of Cards!

■ Natural Language Processing (NLP)—NLP involves      analysis of words 
used in our language. A simple application of NLP is a word cloud. A
more complex ex ample of NLP includes analyzing streams of conversa-
tions and identifying dominant themes.

■ Sentiment Analysis—This is   a special case of natural language process-
ing. In this case, the content is analyzed by software and interpreted to
identify if positive, negative, or a neutral sentiment is being expressed.
For example, the sentence “I am very happy with the latest release of
Product XYZ” is treated as expressing a positive sentiment, whereas the
sentence “The installation process for Product XYZ is very difficult” is
treated as negative. An example of neutral sentiment is “Product XYZ is
supports platform A and system B.”

Endnotes
[1] Reisner, Rebecca. Comcast’s Twitter Man, Business Week, January 2009.
[2] Bernoff, Josh, and Ted Schadler. Empowered: Unleash Your Employees, Energize Your
Customers, Transform Your Business. Harvard Business Press, 2010.
[3] Kipling, Rudyard. The Elephant’s Child: From the Just So Stories. ABDO, 2005.
[4] “Social Media.” Merriam-Webster.com. Merriam-Webster, n.d. Web. Sept. 21
2015. http://www.merriam-webster.com/dictionary/social media.
[5] Social Networking Reaches Nearly One in Four Around the World. See more at:
http://www.emarketer.com/Article/Social-Networking-Reaches-Nearly-One-Four-
Around-World/1009976#sthash.B7RoQKQs.dpuf.
[6] Lenzner, Robert. IBM CEO Ginni Rometty Crowns Data As The Globe’s Next
Natural Resource, Forbes, March 2013.
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Somewhere    around 1964, George Fuechsel is thought to have coined 
the phrase “garbage in, garbage out.” This popular computer science slang 
expression comes from early programmer education. Fuechsel taught his 
classes that they must check and recheck their data and coding to ensure 
that the results they achieved were valid. In this new era of computing, pro-
grammers were trained to test each step in their programs and cautioned 
not to expect that a resulting program would do the right thing even when 
given imperfect input. This basic premise also is true today in data analytics. 
Simply stated, if you use the wrong data, the results will be wrong (or worse, 
inaccurate).

So while originally intended for programming, this expression is equally 
applicable to data analysis. In this chapter, we explore what is meant by data 
identification and describe how this concept fits into the overall landscape of 
social media analytics.

Data identification   is the process of identifying the subset of available 
data to focus on for an analysis. A key element of choosing the appropriate 
data source is to take the time to understand the outcomes/results.

1

Looking for Data in all 
the Right Places

On two occasions I have been asked, “Pray, Mr. Babbage, 
if you put into the machine wrong figures, will the right 
answers come out?” …I am not able rightly to apprehend 
the kind of confusion of ideas that could provoke such a 
question.”

—Charles Babbage [1]

1
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What Data Do We Mean?

Think of data as the raw material that is transformed into information 
and ultimately knowledge.

Data by  itself as a concrete concept can be viewed as the lowest level of 
abstraction from which information (and then knowledge) can be derived. 
Unprocessed data refers to a      collection of numbers, characters, and phrases 
(snippets of a blog, tweet, and so on)—think of this as “observations”—that 
are somewhat random and by themselves convey no meaningful information 
or knowledge. Many pieces of data, when combined together, analyzed, and 
processed, produce that next level of abstraction: information (see Figure 
1.1).

Wisdom

Knowledge

Information

Filtered Data

Noisy Data

Val
ue

Figure 1.1 The value pyramid.

Social Media Analytics2
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Data by itself      is fairly useless; however, as we process it (or begin to inter-
pret it), it begins to become useful as it conveys some kind of message. At 
this point, we deem it “information.” Information is simply data that has 
been processed in such a way as to be meaningful to someone or something: 
it contains meaning, whereas data does not.

To make this concept easier to understand, let’s consider a highly simpli-
fied version of a real project that we executed. The different levels of the 
value pyramid could be identified as follows:

■ Noi sy Data—There      is a lot of conversation happening in the mar-
ketplace about our new product, related products, and competitors’
products.

■ Filtered Data—There is     a lot of conversation happening in the mar-
ketplace about our new product.

■ Information—The     conversation about our product peaked during
announcements or events but tapered off precipitously shortly after
the events.

■ Knowledge—The     majority of the conversation that is taking place in
the marketplace is being generated by our own marketing messages.
The marketplace isn’t picking up the message and engaging with it.

■ Wisdom—Our          marketing campaign for this particular brand of 
machines is really not working.

The end goal is to   take all of the observations we can collect (our data),
filter them so we look at only the relevant set of “puzzle pieces,” and by 
applying some kinds of processing to it, convert, or organize, that data into 
meaningful information. By “meaningful,” we mean it expresses the data in 
a way that conveys a new message or insight. Figure 1.2 shows a simple dia-
gram that illustrates this concept.
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For example: All social media
content about “Social Business”.

For example: “Social Business”
content in English about IBM
and 5 pre-defined competitors.

For example: IBMers are more
critical about certain products
and services when compared
to external users.

Start with all available
data about a given topic.

Organize data to identify
information.

Refine the data set by
including data that we want

to focus on.

Figure 1.2 Goal of data identification activities.

According        to the online Merriam-Webster dictionary, knowledge is

(1): the fact or condition of knowing something with familiarity gained 
through experience or association (2): acquaintance with or under-
standing of a science, art, or technique. [2]

That familiarity allows us to make better decisions based on the facts pre-
sented to us.

And it then follows that wisdom is the ability to think and act using this 
derived knowledge as well as our set of experiences, common sense, and 
insight.

It all starts at the bottom of that pyramid: the data. But we need to ensure 
we have the right data. As Chief Engineer Montgomery Scott (of the Starship 
Enterprise) says   :

“How many times do I have to tell you? The right tool [or the right 
data source] for the right job!

What Subset of Content Are We Interested In?

In the context of social media analytics, data identification simply means 
“what” content are we interested   in. In addition to the “text” of the content, 
we want to know:
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■ Who wrote the text?
■ Where was it found (or in which social media venue did it appear)?
■ Are we interested in information from a specific locale?
■ When did someone say something in social media?

As an example, consider the following:
In 2012, Malala Yousafzai, a    young girl from Pakistan, made national

headlines as a result of the brutal attack against her by Taliban. She had 
taken a public stand on the rights for education for women in Pakistan. She 
has become widely known for her activism in Pakistan, where the Taliban 
had at times banned girls from attending school.

In 2009, Malala was working with the BBC and   she created her blog. In 
this blog, she wrote of life under the Taliban rule in Swat valley, Pakistan, 
and her strong support for a woman’s right to an education. The views of a 
12-year-old girl on women’s education and the Taliban regime caused quite
a sensation. Many newspapers worldwide gave prominent coverage to her
blog and her views. New York Times even  created a documentary film about
her life and views of the social situations in her region of the world. This
obviously made her quite famous and her enemies quite upset. In October
2012, when Malala boarded her school bus, a gunman boarded the bus and
fired three shots directly at her. She suffered major injuries to her face. She
was in critical condition for several days. She was later transferred to a hos-
pital in England for rehabilitation. Even though a lot of Islamic religious
leaders came to her support after this incident, the Taliban was still intent on
harming her and her family. This assassination attempt sparked an interna-
tional outpouring of support for Malala, ultimately leading to her nomina-
tion for the 2013 Nobel Peace Prize [3]  .

So in this case, say we were trying to pose the question, “What is the reac-
tion of the general population to Malala, the young girl from Pakistan who 
defied Al Qaeda, in  the Western media?” Where should we look for relevant 
data to analyze?

The word relevant here     is important. Remember the basic principle of 
garbage in, garbage out. We could pull data from “everywhere” in the social 
media space, but we want to be sure that the data we use in our analysis is 
relevant to the question we are trying to answer.

The data identification process would go as follows:
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■ We want to analyze content in the media, so we might choose to
focus on popular news media and ignore blogs, bulletin boards,
Twitter, and so on.

■ We want to analyze content in the Western media, so we would
focus on the content emanating from a region considered “West” and
eliminate content from other regions.

The process of identifying relevant data can be accomplished in a single
step, or it might take multiple steps, depending on the type of project we are 
working on. The process described in this section can be considered as fol-
lows:

■ Step 1: What content are we interested in?

In subsequent sections, we discuss additional possible steps as follows:

■ Step 2: Whose comments are we interested in?
■ Step 3: What window of time are we interested     in?

Whose Comments Are We Interested In?

A second possible step in the data identification process gets into more 
details. Considering the previous example, we need to think about issues 
such as the following:

■ Should we eliminate content from sources that are known to be pro
Al Qaeda because of negative bias?

■ Should we eliminate all content from young girls because of positive
bias?

Bias is a    prejudice in favor of or against one thing, person, or group com-
pared with another, usually in a way that is considered to be unfair. Being 
biased implies that we may have only one side of a story; thus, any conclu-
sions we make from the data provided are bound to be biased toward one 
side. Being biased means that the entire data collected already had a precon-
ceived opinion, and any analysis done on it would be useless.
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For example, is    there a segment of the population in our target audience, 
say young girls, who are so impressed by the inherent heroism in the stance 
taken by another girl against an organization that their comments may not 
be objective enough for our study?

What Window of Time Are We Interested In?

A third step in the data identification process considers the window of 
time for relevancy of the data. Would       there be any sense in collecting data 
from three years ago? Should we include in the window of time Malala’s 
address to the United Nations? There may be a case for doing that: if we 
want to look at the sentiment (or feelings) toward her over time. For exam-
ple, has the public perception changed over time? But if we group all of the 
data about her and don’t take time into consideration, we may find that the 
dataset is biased toward her as a “hero” (if the amount of conversation were 
considerably larger when she was nominated for the Nobel Prize) or   per-
ceived as a “villain” (if there were a huge outcry at the start of the incident 
and very little coverage of her as a Nobel Prize candidate).

Attributes of Data That Need to Be Considered

As the example that we have discussed so far illustrates, the “data iden-
tification phase” involves a variety of distinct steps. We discussed three of 
these steps so far. In the projects that we have      executed, we have come across 
a number of attributes of data that come into play in the data identification 
phase. In this section, we address these attributes and describe how they help 
during the data identification phase.

Let’s look at the following seven attributes of data:

■ Structure
■ Language
■ Region
■ Type of content (blog, microblog, wiki, and so on)
■ Venue
■ Time
■ Ownership of data (Private, Public, and Proprietary)
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Structure

The simplest way to define structured data is to think of it as data that 
resides in a fixed field within a record or file. The content of the dataset is 
very well known—so well known that we can define “columns” of elements 
in the data such that we will know ahead of time what the data looks like. 
It’s so predictable that we can have any number of “rows” of this same for-
mat and know that it will be consistent across the dataset. This type of data 
is commonly contained in a relational database or a typical spreadsheet.

Various       data manipulation and data analysis tools and techniques can 
be used for this type of data. One example of this type of data is survey 
results. If a company surveys its customers and collects their (well-defined) 
answers to specific survey questions, this data can be organized in a relational 
database since we know the question and we know all possible values of the 
answers. Some other examples are inventory records, sales forecasts, mainte-
nance records, and so on.

Unstructured data , on the other hand, cannot be easily stored in a rela-
tional database to facilitate data manipulation or data analysis. For example, 
in the survey example shown in Figure 1.3, if the survey form includes a 
field for free-form comments, the responses to this field can be considered 
“unstructured data” because we have no way of knowing ahead of time what 
will be entered (other than it will consist of a string of characters).

Responses to a survey containing structured and unstructured content

Structured Content
Unstructured Content

Question 1
1
1
2
4
5

………
2

Response 1
Response 2
Response 3
Response 4
Response 5
………
Response N

Question 2
2
3
1
4
5

………
1

Question 3
1
2
1
1
2

………
2

Question 4
A
B
C
D
E

………
A

Open-Ended Question

My favorite feature is the GUI
none

save before exit
………
? 

Figure 1.3 Survey data: structured and unstructured.

A collection of tweets about a Super Bowl   advertisement is another exam-
ple. Some people will rave about it, but others will hate it. In either case, we 
have no idea of the structure of the comments or the format in which they 
will say it. Other forms of unstructured data include images, audio, and 
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video files. In this book, we restrict the analysis of unstructured content to 
text.

Language

Consider         these simple statements:

“I love the taste of the new Coke.”
and

“Pepsi is my favorite soft drink.”

In French, they become:

“J’aime le goût du nouveau Coke.”
and

“Pepsi est mon préféré softdrink.”

If the objective of the project is to identify the number of mentions of 
Coke versus Pepsi in         popular media, perhaps the exact language of the post 
(whether English or French) isn’t all that important. However, if the objec-
tive of the project is to identify how many positive mentions of Coke there 
are as compared to Pepsi, the language becomes very significant. For exam-
ple, if the tool for sentiment identification “detects” sentiment using a dic-
tionary lookup of positive/negative terms, one needs to ensure the language 
used is supported for those dictionaries.

Region

While it may       seem obvious, if the goal is to understand the issues associ-
ated with clean drinking water in South Africa, it is  important to ensure that 
the data included in the analysis is only from that region of the world. On 
the other hand, one may be interested in a world view of clean water in an 
attempt to understand how South Africa is discussed within that context. In 
the former case, one needs to be able to filter the initial data source by the 
country or origin. Some sources of social media (such as Twitter, which uses 
location-aware technology on mobile devices) do that very well, although the 
amount of data is sometimes smaller than that from non-mobile devices. Of 
course, a native South African blogging from a site in the United Kingdom  
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may be of interest in the analysis; in this case, the question (or problem) 
becomes: can one easily identify that blog author as South African?

Type of Content

A number of different data sources can be used in the analysis of con-
sumer sentiment or in the understanding of any discussion around a particu-
lar topic. Each of these different data sources has        its own unique challenges 
in terms of manipulation and analysis, and quite honestly, usefulness. For 
example, a tweet can be only 144 characters long, while a paper in a techni-
cal journal can span multiple pages. This is an attribute that really identi-
fies a variety of different types of content. Consider some of the following 
sources of potential social media content:

■ Text—Written  text that is easy to read and understand if you know
the language

■ Photos/pictures—Scientific   drawings, simple sketches, or photo-
graphs

■ Audio—Audio  recordings of books, articles, talks, or discussions
■ Videos—Orientation , education, and training; “How to”

With the rise of social media outlets such as YouTube, Pinterest, and
Snapchat, virtually every            Internet user can become a publisher, broadcaster, 
and critic. With Facebook claiming about 1.5 billion active users—each 
with the average user posting 90 pieces of content a month—that averages 
out to about 7.5 billion pieces of social content to potentially be analyzed per 
month. But also consider nonprint content, specifically videos. YouTube’s 
over 1 billion users upload more video content in a 60-day period than the 
three major US television networks have created in 60 years.

Consider the recording of a conference session on the use of specific tools 
or services. The off-the-cuff comments or live user feedback could reveal 
very interesting observations about a topic that, when overthought, may 
not make it into a white paper or published blog. A simple preprocessing of 
the data—what we like to call “data augmentation”—would take the audio/
video content and transcribe it into text, where it can be treated like regular 
unstructured data from Twitter, Facebook, or LinkedIn .

While this book is about text analytics, the analysis of visual images can 
be equally important.
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As Kyle Wong pointed   out in Forbes, as more social media platforms (like 
Twitter) begin to emphasize photos and link them to purchasing opportuni-
ties (such as Pinterest), brands will need to measure visual content as a form 
of “word of mouth” marketing [6].

News, Press Releases, and Instructions
At first, the thought of using news stories for deriving customer sentiment 

or opinions doesn’t seem                   very productive. Most news stories present the 
opinion of an organization (some will argue that the opinions of these orga-
nizations are biased) or simply report the news of a new product announce-
ment using a company’s marketing material. There is typically no room for 
understanding the sentiment of readers. However, evaluating the value of 
using news stories can be interesting for two reasons.

First, most news sites today post an article or story and allow readers to 
leave comments. Those comments and feedback are the content we may 
want to “mine” and analyze. If the story goes viral, the amount of feedback 
could be significant. The ability to derive meaningful inference and insight 
from comments is enhanced when the number of comments is large.

Another reason to look at the news is to understand the effect it has on 
the general population. One way to gauge the effect is via sentiment analysis. 
An analysis of the article could reveal a negative sentiment toward a product 
or issue. As we gather data within social media                   spaces that reference that 
news story, we may find that the general population doesn’t have a negative 
sentiment toward the topic but perceives it just the opposite. Of course, if 
the topic at hand had a positive sentiment before the news story was released 
and then a negative sentiment afterward, we can assume (but perhaps not 
know for certain) that the news article had something to do with the change 
of heart. This is a valuable piece of knowledge for an organization. The 
understanding of who (or in this case, what news service) can change the 
public’s perception of you or your product is an incredibly important factor 
when looking for an outlet to advertise products/services.

As an example of the influence that social media can have on issues of 
public opinion, consider the ethical issues around the use of animals in med-
ical testing. Animal testing is  a huge “hot button” issue with a large number 
of opinions on either side of the debate. On its own, it’s an industry in 
which there are not only companies dedicated to the breeding of animals 
used for experimental purposes but also concerns around those companies 
that employ those techniques.

According to a study reported in Science [7] in  early 2014, support for 
medical testing on animals had declined overall by 12% since 2001 (in the 
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United States), and according to the analysis, the researchers believed the 
Internet (specifically social media) may be responsible for the decline. The 
study, which was conducted by researchers at the advocacy group People 
for the Ethical Treatment of Animals (PETA) and Western Governors 
University, analyzed   survey data from the previous 12 years looking at pub-
lic opinion around this topic. A result of their work showed that 41% of 
American adults considered animal testing “morally wrong” in 2013, up 
from 29% in 2001. Opposition (luckily) to such testing has risen among all 
demographic groups, but the biggest jump has been among people aged 18 
to 29, which jumped to 54% in 2013 versus just 31% in 2001. If we look at 
the social media impact, we see that animal rights organizations have a much 
stronger presence on social media than do pro-animal testing groups. PETA, 
for example, had more than 2 million followers on Facebook and nearly 
a half million on Twitter, as   opposed to the Foundation for Biomedical 
Research, which has around 130,000 followers on Facebook and about 
1,700 on Twitter at the time of the study. As a result, the researchers specu-
late, these organizations may be getting their message out more effectively, 
especially among young people.

Discussion Forums, Blogs, Wikis, and Microblogs
From a social media perspective (or the “true” voice of a customer), there 

is nothing better than social media sites where people express their feelings, 
anxieties, and joys 24 hours a day, 7 days a week (and usually many times 
per day).

Social media refers                           to the interactions among people or groups, where they 
create, share, and exchange information and ideas in an open and mostly 
public venue. The term social media also can be viewed  in a much broader 
context of Internet-based tools and platforms that increase and enhance the 
sharing of information. This new communication vehicle makes the transfer 
of text (opinions), photos, and audio/video (marketing) increasingly easy 
among users and (with the growth of mobile devices) instantaneous.

Platforms such as Twitter, Facebook, and LinkedIn have created online 
communities where users can share as much or as little personal information 
as they desire with other members. Some are more “open” than others. For 
example, with Facebook     and similarly LinkedIn, anything posted to your 
wall can be viewed by everyone in your community (your friends), which is 
a finite number. In the case of Twitter, anything said is instantly available to 
the over 289 million Twitter users on the planet [8]. The result is an enor-
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mous amount of information that can be easily shared, searched, and created 
on a daily basis.

Venue

Content is       getting generated and shared in a variety of venues. There are 
popular news sites such as Time, CNN, and Huffington Post. There        also 
are professional networking sites such as LinkedIn, social networking sites 
such as Facebook, and microblogging sites such as Twitter. Depending on 
the type of project you are working on, the venue becomes very significant. 
For example, if your project involves understanding sentiment about tennis 
players during a tennis match, a microblogging site like Twitter is probably 
a very good source of information. If, on the other hand, you are trying to 
understand which government contracts are insisting on accessibility fea-
tures, you might have to target some specific venues to get to this type of 
information.

Following is a representative list of common venues that we typically 
encounter:

■ News
Newspapers and magazines
News sites (CNN, Time, Huffington Post)

■ Social networking/social sharing sites
LinkedIn
Google+
Facebook
SlideShare

■ Blogs
WordPress
Tumblr
Microblogging platforms like Twitter

■ Custom venues
Government procurement websites
Websites dedicated to legal or medical       professionals
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Time

Author Jarod Kintz once        said, “Just because I liked something at one 
point in time doesn’t mean I’ll always like it, or that I have to go on liking it 
at all points in time as an unthinking act of loyalty [9].” This brings us to the 
temporal state of data.

When we think of the time attribute of data, we’re referring to the cur-
rency of it. For your analysis, do you need content for the past week, month, 
or for the past 10 years? Sometimes for a project there is a need to access data 
in real time or near real time. For our purposes, we like to think of data in 
these two states:

■ Data at Rest has    been created and isn’t changing (or actively being
added to). For example, if you are trying to analyze Twitter con-
tent to determine which movie was the most popular among users in
social media before the Academy Awards of 2011, most   of the data
would be “at rest,” meaning the content is already created and the
analysis can be done at your own pace.

■ Data in Motion is   real-time data created continuously and con-
stantly. For example, if one is trying to identify the shifting senti-
ment between Barack Obama and Mitt Romney during     the 2012
presidental debates, the data would be considered “in motion” during
the course of the debate.

One variation of Data in Motion is something we call “near real time”;
this data is collected in real time but is slightly late in its arrival. For example, 
we collect Twitter data in our lab in real time, but we copy the collected data 
to our analysis systems once every 5–10 minutes (due to some processing 
overhead). So this data is close (or near) to real time, but not instantaneous. 
Being able to get access to instantaneous data for analysis purposes requires a 
significant investment in storage and computing capacity. Often, near real-
time data can serve the purpose at a significantly lower cost.

Ownership of Data

One way to look       at the ownership of data is to think of data as “internal” 
(belonging to a company) or “external” (data in the public domain). Another 
way to think about it is to divide this area into these types:
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■ Public Data—A majority   of the content shared by people on
Facebook, Twitter, and other public venues   is predominantly public
data. People performing analysis of this kind of data still have to be
careful. The venues where the content is created and disseminated
have specific terms that define what constitutes the proper use of that
data. For example, using a public Twitter feed, users can gain access
to a variety of actual tweets being used by different people about a
particular topic, but specific terms from Twitter govern how these
tweets can be included or displayed on our own website. In addition,
users of this data also need to adhere to the specific guidelines pro-
vided by each country about the use and handling of public content.

■ Private or Proprietary Data—All     of the social media content gener-
ated in a company’s intranet should be considered either private or
proprietary. There are specific terms of use for this data.

Summary

In this chapter, we discussed various issues surrounding the selection and 
inclusion of various data sources and data types in an analysis. Our view 
is that the selection of the “right” data will have a positive effect on your 
overall conclusions and insights. Others may argue that with the cost of 
computing on the decline, analysts shouldn’t be concerned over what data 
they draw from; the analytics in the various software solutions can (and 
should) sort out the relevant from the irrelevant. And while this is true, 
from what we have seen, starting from a “cleaner” or perhaps more focused 
data source tends to produce more accurate results in a shorter time frame. 
There’s nothing wrong with starting with a well-formed data source, deriv-
ing some results and then going back to add additional data sources (to per-
haps expand the horizon of the analysis). Just be careful that you don’t spend 
more time sorting through the garbage in the hopes of finding that diamond. 
We agree such diamonds may be there, but is the value spent on the search 
worth the value derived?

Referring back to the opening value pyramid in Figure 1.1, we believe 
the best conclusions or insights we can draw from the data we collect are 
only as good (accurate or meaningful) as the data we start with. This is the 
basic premise of the garbage-in, garbage-out model. We recognize that social 
media data, by definition, has a lot of noise. In this chapter, we have offered 
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ideas on how to minimize the noise because the more relevant the data that 
goes in, the better insights will come out of the analysis process.
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To pick up  on the thread from the preceding chapter (about looking for 
data in all the right places), just how do we separate the good from the bad 
or the useful from the not-so-useful data sources?

Ask any grain farmer if it’s important to separate the wheat from the chaff 
in his harvest. As any good farmer knows, it’s not only a useful saying, but 
it’s critical to his success. In cereal crops such as rice, barley, oats, and wheat, 
the seed (which is what we eat) is surrounded by a husk. That husk is known 
as the chaff, which, when   separated from the seed, is generally thrown away 
as useless. Thus, as farmers know, to generate a useful harvest, we must 
separate the wheat from the chaff. This metaphor of the chaff has long since 
represented a useless object or something to be discarded. It’s the same with 
an initial data “harvest.” Through the use of a search engine (or some other 
automated means), we retrieve useful data, but often, included with that use-
ful material is irrelevant content that we need to remove.

17

Separating the Wheat 
from the Chaff

Knowledge is power, only if man knows what facts not to 
bother with.

—Robert Staughton Lynd [1]

2
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In data analysis, we want to gather as much data as we can in the hopes 
of uncovering additional information, which will in the end help us make 
more informed observations. However, in that gathering process, we may 
inadvertently collect data that is totally useless to us during the analysis we 
are going to perform. As we said previously, we want to gather as much as 
we can and then try to separate the useless from the useful. You may have 
heard that in statistics, the larger the sampling of data, the more accurate the 
measurements will become. While that’s true, what we’re referring to here 
is not a diversity of opinion on a topic, but a separation of opinions on too 
many topics.

When conducting   an analysis, we are looking to maximize the amount 
of data to analyze, but not sacrifice the quality (or relevance) of that data. 
Obtaining a sample size that is appropriate in both of those areas is critical 
for a number of reasons. Most importantly, a large sample size is more repre-
sentative of the population we want to examine, which in turn will limit the 
influence of outliers or irrelevant observations. A sufficiently large sample 
size is also necessary to produce results among variables that are significantly 
different. For qualitative studies (such as text analytics), where the goal is 
to reduce the chances of discovery failure, a large sample size broadens the 
range of possible data and forms a better picture for analysis. Again, all this 
needs to be weighed against the introduction of too much unrelated data 
that can skew our results.

It All Starts with Data

We’ve all heard the saying “Knowledge is power, but wisdom is King.” 
We need to remember that the source that power is built upon is the data 
that we use to derive our wisdom (or knowledge). We often describe this 
hierarchy to our clients as shown in      Figure 2.1.

As an analogy, consider the building of a house. When we start construc-
tion, we start, obviously, from the ground up by laying a solid foundation. 
Every aspect of the future house depends on this foundation. If it’s weak 
(perhaps not enough cement), the house could crumble under the weight 
of the additional floors that are added. This is true of a social media analysis 
also. If the data we collect is wrong, or erroneous, any conclusions we draw 
or assumptions we make could fall apart due to lack of supporting data. 
While the data is important in support of the conclusions we’ve drawn, in 
the final analysis what we see are the insights that were derived and the wis-

Social Media Analytics18
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dom gained. No longer do we see the strong foundation of data or the infor-
mation it represents. But it’s important to remember and acknowledge that 
new wisdom we’ve uncovered is supported by a strong foundation.

Wisdom

Knowledge

Information

Filtered Data

Noisy Data

Val
ue

Figure 2.1 Value Pyramid: An Information hierarchy.

Casting a Net

When we are about to begin our project of analyzing a set of data in 
search of some nuggets of value, we obviously must start with a collection 
of data. We call this process “casting a net.” Think of it like       a fisherman 
would. The larger the net that is cast, the more fish we will haul in with each 
casting (see Figure 2.2). Harvesting social media data (or any data from the 
Internet for that matter) is the same. The wider, broader the search criteria 
we use, the more data we are likely to haul in for an analysis. What we need 
to understand when we cast this net is that some of the data we retrieve will 
be very relevant to the area we are looking to explore. Some of the data may 
be marginally useful, and some may be just plan worthless (the “chaff,” if 
you will).
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Figure 2.2 Casting a wide net.

There are two schools of thought on the data collection process:

■ Gather with a very narrow focus and assume everything you have col-
lected is relevant.

■ Gather as much as you can, with a much “looser” set of collection
criteria, and then “cleanse” the data, thus eliminating the extraneous
results.

We believe there is a middle ground, where we should start with a wide
net, evaluate the collection results and then modify the search criteria, and 
finally recast a net to hopefully retrieve a more intelligent sampling.

In thinking about data validity             and only considering “correct” data, let’s 
look at a simple example using numbers. Let’s assume we have a list of num-
bers (see Table 2.1) that represent the number of visitors to a particular 
website every hour. To make the example a bit more realistic, let’s assume 
we count web page accesses in a weblog and that we’ve done some kind of 
preprocessing on the weblog data to determine valid website accesses. That 
means we ignore robot searches and invalid web page accesses, and so on.

So using this method, we      might come up with data that looks like Table 
2.1 (remember, this is just a sample).
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Table 2.1 Number of Web Page Accesses over a Five-Hour Period

Hour Number of Web Accesses

1 5

2 8

3 3

4 25

5 6

So by adding together all of the web page visits (47 in total) and dividing 
by the time period (5 hours), we compute the average number of web visitors 
per hour to our site and come up with an average number of 9 visitors to our 
website every hour, as shown in Figure 2.3.

5 � 8 � 3 � 25 � 6
5

47
5

9 Web visits/hour� �

Figure 2.3 Computing the average number of web page visitors in a five-hour period.

But does that really make sense? If we empirically look at our data, we can 
see right away that most of the numbers in Figure 2.3 rarely went above 8 
visitors per hour at our site, and often the number was around 5 or 6. If we 
look closely at the data we analyzed, it becomes obvious that one of the                  data 
points is quite different from the rest and appears to be an outlier in our data 
(that is, the sample that was reported at 25 hits per hour). This value may 
very well be correct, but based on the other samples around it, there is a dis-
tinct possibility that our process for computing the hits per hour was either 
flawed or was subjected to some other anomaly. Since the theme of this 
chapter is separating the wheat from the chaff, perhaps we should remove 
that value (as useless) and recompute our results. This gives us a value of 5.5 
web page visits per hour (see Figure 2.4). This seems to be a more reasonable 
number for our average web site visitors per hour.

5 � 8 � 3 � 6
4

22
4

5.5 Web visits/hour� �

Figure 2.4 Computing what appears to be a more correct average number of website visits (after 

eliminating questionable data)                      .
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CAUTION

Please don’t misunderstand this example. This is not about 
removing data in a set of observations that we just don’t like 
or removing data to make our conclusions look better. This is 
about intelligently eliminating data that we truly believe was 
captured in error or, in the case of text analytics, is not related 
to the topic at hand but was perhaps collected because we cast 
too wide of a net in our collection process. But as Charles 
Babbage  was once quoted as saying: “Errors using inadequate 
data are much less than those that use no data at all. [2]”

Our point is that we would rather eliminate what we believe is erroneous 
than allow what we know is erroneous to influence our results.

Let’s look at another example (perhaps a bit more relevant to t ext analyt-
ics). Getting onto Twitter, we                          did a simple search (from the twitter.com 
search box) for “Apple.” As this book was written, there were rumors flying 
around Twitter and the Internet that Apple was preparing to launch a 12.9-
inch screen for its next iPad, so we thought we would quickly check to see if 
we could come up with a compelling wheat/chaff example around “Apple.” 
Table 2.2 shows what we found (there are many more tweets; this is just a 
collection of the first seven tweets that showed up on our search).

Table 2.2 Sample Tweets Surrounding the Search Term “Apple”

Number Tweet Contents

1 Apple said to prepare new 12.9-inch IPad for early 2015: .. (url removed)

2 Earbuds for Apple iPhone 5 5C 5S w/ Mic & Volume Remote 
Headphones - Full read by eBay: Price 1.34 USD (2 Bids) (url removed)

3 RT @BloombergNews Apple said to prepare new 12.9-inch IPad for 
early 2015: (url removed) $AAPL

4 I wanna be someone’s cinnamon apple (url removed)

5 Apple is working on a bigger iPad with a 12.9-inch screen that will 
launch early next year (url removed)

6 Apple for the teacher, 2) Notebook and Pens – 3) Alibi ??? (url removed)

7 “Do these candles come in different scents” Well that one there’s trout 
This one? Apple cinnamon Dont ask me why we carry apple cinnamon
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Clearly, tweets number 1, 3, and 5 refer to the rumor about the size of 
Apple’s iPad. And while tweet number 2 is about Apple products being sold 
on eBay, these products aren’t particularly relevant                          to the analysis at hand 
(which is the reaction to the announcement about the screen size). Tweets 
number 4, 6, and 7 clearly have nothing to do with Apple (the company) and 
are completely irrelevant to the analysis we need to do here. So how do we 
solve this? We used a regular expression.

Regular Expressions

When we are looking to cleanse a dataset or limit the amount of data we 
collect as part of our gathering process, we need a simple way to indicate the 
data that we’d like to keep and which part of the data we want to discard. 
One way to specify this is with a regular expression.

A regular expression is a        special text string for describing a search pat-
tern. For those familiar with Microsoft Windows and the concept of wild-
cards, think of regular expressions as an advanced way to specify wildcards. If 
you’re not familiar with wildcards, perhaps you’ve seen computer-savvy users 
list a set of files in a given Windows folder or directory by using the follow-
ing command:

dir *.jpg

This is a shorthand notion for saying we want all of the files that end in 
.jpg or that are JPEG files (or pictures). The asterisk (*) indicates  that any 
character will match (in this case) the filename, but that the file type must 
be .jpg. We could just as easily look for files that contain a specific prefix in 
their filename; for example:

PG32*.jpg

This command would give us all of the files that begin with PG32 and 
have a file type of .jpg. In this case, names such         as the following all match 
this regular expression and, again, limit the number of files we see in a direc-
tory listing:
PG324356.jpg

PG3234.jpg

PG32-savedfile.jpg
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Processing unfiltered (noisy) data                uses similar techniques and relies on 
knowledge of regular expressions as a means to specify what part of the data-
set we want to keep and which to remove. Before we dive into this topic, it’s 
important to understand that the cleaning process may take several iterations 
before it is complete (see Figure 2.5). Even with several iterations, we may 
never get it 100% perfect. Remember, the goal is to take a dataset that is pre-
sumed to be noisy (that is, it contains data that is irrelevant to what we are 
looking to understand) and clean it in such a way that the majority of what 
we are going to analyze contains data directly relevant to the task at hand.

Obtain “Raw” Data

Understand Patterns
in the Data

Repeat as
Necessary

Cleanse Data

Refined
Dataset

Figure 2.5 Iterative cleansing process.

For example, in Table 2.1, tweets about apple (the fruit) or candles 
(numbers 4, 6, and 7) are irrelevant         and should be removed from the 
analysis.

So assuming we have a file with a list of tweets (as shown in Table 2.1), 
our first step at cleaning the data is to look for tweets that contain informa-
tion about Apple (the corporation) as opposed to anything else. Remember, 
when this dataset was created, we did a Twitter search on just the word 
apple. Because we are interested in discussions around the latest iPad rumors, 
it stands to reason we should look only at tweets that contain apple (the 
whole dataset) and ipad.
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NOTE

While this book is not about tools and specific software pack-
ages, we show some examples using a number of these utilities. 
Please note that, as a social media analyst, you are unlikely to 
use commands such as these directly. You are more likely to use 
open source or commercial tools for this purpose. However, the 
purpose of this section is to provide you with an understand-
ing of how some of these tools work and how to express your 
requests in those other tools.

One of the tools frequently used by data scientists (and Linux system 
administrators) is called egrep. This                           program, which stands for Extended 
Global Regular Expressions Print, is part of most, if not all, Linux plat-
forms (and is also widely available for Microsoft distributions). It scans any 
specified file, line by line, and returns all of the lines that contain a pattern 
matching a given regular expression.

Figure 2.6 shows an example of this Linux utility for text manipulation.

1

2

3

4

Figure 2.6 Example of a Linux utility for text manipulation.
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Let’s look closer at how regular expressions work. Figure 2.6 shows four 
steps in an attempt to look at some data                             we collected on some of Apple’s 
iPad/iPod products.

1. In step 1 of Figure 2.6, we have our collected raw tweets in a file
called tweets.txt. For the purposes of this demonstration, we use the
Linux cat command to print them to the screen (with line num-
bers) so we can better understand our data.

2. At step 2, we use the egrep program to look for the word ipad in any
of the lines of the file. If the program finds this word, it will print
out the line (with the line number using the -n option). Practically,
we wouldn’t use the -n option because we would probably issue the
command as follows:
egrep 'ipad' tweets.txt > refined.tweets.txt

This would run the egrep program and print each line in the file
tweets.txt that contained the word ipad (ignoring the other lines).
Rather than print them to the screen as we do here, we would redi-
rect the output to a new file called refined.tweets.txt, thus creating a
refined dataset that we will process later.
In any case, you’ll notice from step 2 in Figure 2.6 that the egrep
command produced nothing (there were no matches). Why is that?
Looking closely at the data (step number 1), we see that the tweet in
line 1 uses the word iPad, but the tweeter used ipad (all lowercase)
instead of Ipad, so matching letter for letter, including case, there
was no match.

3. In step 3, we see that pattern matching is more than just looking
for similar letters; we have to be a bit more exacting. In step 3 we
reissue the command (remember, we said that data cleansing is an
iterative process), this time using IPad as our filter. The output of
that command yields a cleansed dataset of two tweets that contain
the word IPad. It’s progress!
The problem is that there are many ways to express words. Sometimes
people use all capitals or all lowercase. The word iPad appears in
what a programmer would call “CamelCase.” This is the practice of
writing compound words or phrases in which every word or abbre-
viation begins with a capital letter (thus, the hump in a camel’s
back). Examples are commonly used words such as iPhone, FedEx,
and McDonald’s.
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So how do we solve this? One brute-force approach is to specify all of 
the combinations we’d like to catch in our filtered stream, but that 
could be not only confusing but also complicated and error prone.

4. The simplest solution is to just assume that case doesn’t matter.
Using the -i option of egrep (which indicates that case should be
ignored), our command now produces all of the tweets in the sam-
ple that we would expect (with someone referring to an IPad while
others refer to an iPad).
Notice that by simply using the word ipad with the egrep command,
we eliminate all of the                             other spurious tweets as well.

A Few Words of Caution

Be careful with                             the filters you use for your data. You may initially look 
at your original dataset and assume that because people are using the words 
IPad and iPad, you can simply filter on the ip part of the word, using, for 
example:

egrep 'ip' tweets.txt

This command would inadvertently give you the following output:

1: Apple said to prepare new 12.9-inch IPad for early 2015: ..

2: Earbuds for Apple iPhone 5 5C 5S w/ Mic & Volume Remote 

Headphones - Full read by eBay: Price 1.34 USD (2 Bids)

3: RT @BloombergNews Apple said to prepare new 12.9-inch IPad for 

early 2015:
5: Apple is working on a bigger iPad with a 12.9-inch screen that 
will launch early next year

Notice the introduction of tweet number 2 (about the earbuds for an 
Apple iPhone) into your mix. That may be a correct dataset if you are look-
ing to build a dataset about Apple products, but in this case, the iPhone 
discussion is irrelevant to the discussion about the iPad. It may be a simple 
example, but                             hopefully it points out a possible pitfall you could fall prey to.
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It’s Not What You Say but WHERE You Say It

Sometimes we                    need to filter our datasets based on the context in which 
a word or phrase is used. For example, during one of our engagements, we 
were trying to understand the discussions being held around a conference 
called “Sapphire Now.” According to its Twitter account, it is “The world’s 
premier business technology conference around business technology trends 
and innovations.” When we first started collecting data, we simply searched 
on the word sapphire expecting to find all of our collected tweets referring to 
the show.

We forgot about:

■ Sapphire, the gem
■ Sapphire, the liquor
■ Sapphire, the color
■ and so on

So in the cleansing of this data, we had to look at all of our tweets that
referenced sapphire and select just the ones that dealt with the conference or 
technology in general. In other words, the use of the word sapphire in the 
context of technology.

Using the sample dataset we had previously, we had the same problem. 
We had a set of data about “apple,” and it came in a few “flavors”:

■ Apple, the corporation (and its products)
■ Apple, the fruit
■ Apple, as a sign of affection
■ No doubt there would be others

One way we could sort out the data was to look for the word apple in the
dataset and select just those tweets that discussed the iPad (or any of Apple’s 
products).

Our egrep command could look something like this:

egrep -inh '(apple).*(ipad)' tweets.txt
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In this case, we                    specify that we want all tweets that contain the word apple 
(remember, we use the -i option of egrep to ignore case) and then anywhere 
following that word (that’s the use of the asterisk) the word ipad. The output 
of this command yields:

1: Apple said to prepare new 12.9-inch IPad for early 2015:

3: RT @BloombergNews Apple said to prepare new 12.9-inch IPad for 

early 2015:
5: Apple is working on a bigger iPad with a 12.9-inch screen that 
will launch early next year

Obviously, as before, specifying (apple).*(ip) would have included 
the tweet about the iPhone. The point is that looking for specific words 
when other keywords are present allows us to understand (or at least assume) 
our search words are being used in the proper context.

Many search engines allow for the filtering of keywords when other words 
are within a certain boundary (for example, if we see the word apple, the 
word ipad must be seen within three words; otherwise, it will not be consid-
ered a match).

Summary

What we discussed in this chapter could loosely be called the process of 
data cleansing. This is essentially the process of detecting and removing inac-
curate data from a dataset (or database). It’s an essential step in feeding our 
more complex “downstream” steps of analysis and interpretation. While we 
took you through some relatively simple examples, we hope we made our 
point: The accuracy of any analysis is only as good as its weakest link (if 
your datasets are corrupt, or inaccurate, the error or inaccuracies will only 
be magnified later). If you look to minimize the corruption or inaccuracies, 
hopefully the magnification of the minimized error won’t be noticeable or 
too large as to skew your results in the wrong direction.

The question “How do we know if we have the right data?” is a diffi-
cult one to answer. The process of data cleansing, like the whole process of 
analysis, is iterative in nature (we discuss this issue further in Chapter 12, 
where we discuss things that can go wrong). At some point we have to 
decide that “enough is enough.” If we’ve passed over the data three or four 
times in an attempt to clean it, and each pass produces less and less clean-
ing, repeating the process becomes a question of “Is it worth continuing 
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to clean with less and less of a result?” There is no simple answer to that 
question other than your having a gut feeling that your data is ready for the 
next step.

Endnotes
[1] Lynd, Robert. The Orange Tree: A Volume of Essays. Metheun, 1926.
[2] Quote attributed to Charles Babbage (https://en.wikiquote.org/wiki/Charles_
Babbage).

https://en.wikiquote.org/wiki/Charles_Babbage
https://en.wikiquote.org/wiki/Charles_Babbage
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Up to this   point, we have concerned ourselves with what data to analyze 
while ensuring that what we selected is germane to our topic. In this chapter, 
we explore how important it is to determine whose comments we are inter-
ested in. A few examples are as follows:

■ If we are interested in getting objective feedback            on a product from a 
specific company, we might want to make sure that we can identify
or exclude this company’s employees from the pool of content under
analysis.

■ Similarly, we need to ask: Are we interested in comments from the
general public, or            are we interested in the comments of C-level 
employees (that is, chief marketing officers or chief information offi-
cers)?

■ Also, are             we interested only in people who have a positive bias toward 
a company or those with a strong negative bias?

31

Whose Comments Are 
We Interested In?

All opinions are not equal. Some are a very great deal more 
robust, sophisticated, and well supported in logic and argu-
ment than others.

—Douglas Adams, The Salmon of Doubt [1]

3
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Looking for the Right Subset of People

At the beginning of a social analytics project, analysts spend a fair amount 
of time thinking about the ultimate goals of the project and the results that 
we expect to get at the conclusion of the project. This upfront analysis will 
go a long way in determining the appropriate target segment of the analysis.

During the definition of a typical social media analysis project, request-
ers will (or should) explicitly point out the “who” (whose opinion are they 
interested in?) or will give the researcher or the model builder sufficient hints 
or guidance. Various attributes can be used to segment or target the audi-
ence that we’re interested in. Some of them are described in the following 
sections.

Employment

Do we want the opinions of employees or nonemployees?
For example, if a            company launches a new product or service and wants 

to see how the marketplace is reacting to that product or service in social 
media, it might prefer to exclude the comments of its own employees. In 
other situations, we might exclusively focus on the employee population 
if the intent is to learn how they are responding to a new product, service, 
or strategy. In a project that we worked on, IBM was interested in learning 
about the marketplace reaction of a brand-new product type. The market-
ing team specifically asked us to exclude the comments and sentiments of 
IBMers to understand sentiment from “neutral” people so as not to bias the 
results.

Sentiment

Are we looking for comments              from people with a positive bias or negative 
bias?

For example, if the object of social media analysis is to detect customer 
support issues, it makes sense to focus only on posts with a clear negative 
bias. You might argue that highlighting positive customer experiences is just 
as important and probably needs to be considered as well. Another common 
use case involves trying to compare the sentiment about a variety of products 
that a company is providing to the marketplace. In this situation, we may 
consider opinions from all ranges of demographics and keep score about the 
number of positive, negative, or neutral comments. Sometimes, the purpose 

Social Media Analytics32
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of a project is merely to find how many people or comments mention the 
company’s product versus a competitor’s product. In this case, we may (ini-
tially) ignore sentiment and consider all comments without exclusions.

A few years ago, there was a civil movement called Occupy Wall Street 
in the United States . Numerous people congregated around specific com-
mercial buildings to express their silent protests against what they believed 
to be unfair practices. During this time, as a validation of some of our ana-
lytics capabilities, we built an experimental social listening model to detect 
whether there was any impact to an IBM location  where some key customer 
meetings were being conducted. In this case, we built a model that focused 
on snippets of information that may have negative sentiment about IBM 
and then specifically looked for any mentions of protests or civil actions.

In many cases, sentiment is a result of an analysis phase. However, in 
some instances, the scope and nature of the project determine whether we 
should include comments only from people who have either a favorable view 
or an unfavorable view of our topic. In cases like these, we are able to take 
this information into account in the very initial phase of the project and 
focus only on a specific subset of people.

Location or Geography

Do we want to focus on comments from people who live in a specific 
location?

One of the            projects that we were involved in dealt with issues around 
water in South Africa. In this particular project, we were clearly interested in 
comments from people in South Africa about the variety of issues and ques-
tions around the current and future needs and use of clean and healthy water. 
Sometimes we may be interested in comments from all over the world, but 
valuable insights can emerge when we classify the analytics by region.

Language

Is the language of the content important to us?
Some projects           require us to understand what is specifically being said 

about a company’s product or service in a particular local language. For 
example, if a company wants to do some market research around the mar-
ket’s appetite for a machine translation tool in Spanish-speaking countries, 
it will be interested in content contributed by individuals in the Spanish 
language.
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Age

Is the age of content author important to the project at hand?
There is           a lot of discussion in popular media about the work habits of 

Generation Xers. Those in Generation X (or Gen X) were     born after the 
Western Post–World War II baby boom. As a point of reference, most con-
sider those with birth dates ranging from the early 1960s to the early 1980s 
as being part of this demographic. If a company’s Human Resources depart-
ment wanted to study the experience of its newly hired Gen Xers, we would 
have to determine a way to segment the population based on age.

Gender

Are we specifically interested in comments of men or women?
Gender also           becomes an important attribute upon which we may segment 

audience for a particular project. If an organization is creating training and 
educational materials to encourage more women to pursue higher studies in 
science- and mathematics-related disciplines, it may choose to focus exclu-
sively on comments and feedback from women. Similarly, if a health-care 
company is undertaking research about male-pattern baldness, it would be 
served well by segmenting its audience to include only men.

In one case, we were asked to evaluate the comments that were made in 
social media during the introduction of a new movie trailer. Our client was 
interested not only in the reaction to the trailer, and by association the movie 
itself, but also if certain themes resonated with either males, females, or both. 
Again, the goal was to determine not only likeability of the movie, but also 
keys in how to market it.

Profession/Expertise

Do we need            opinions from anybody in general, or do we need opinions 
from people who are working in a specific profession (such as the IT profes-
sion) in a specific industry (such as automotive)?

For example, if IBM is interested in learning about the reaction to the 
cognitive computing capabilities of IBM Watson in the area of health care, it 
is probably interested in the opinions of corporate users as opposed to home 
users.
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Eminence or Popularity

Are we            interested in opinions only from people of certain standing in the 
domain of the topic area?

A major aspect of a social media campaign for companies involves identi-
fying who might be an “influencer” in a particular topic area or industry. For 
performing this type of analysis, we tend to spend a lot of time in developing 
rules to ensure we are able to narrow the solution space to identify a small 
subset of individuals that a company should target its marketing messages to.

Role

When dealing             with social media analysis within a company’s intranet, are 
we interested in segmenting based on a specific job role?

For example, we are working on a project that computes a social score-
card for employees based on their participation in social media. There are 
some roles in which the job demands a lot of collaboration in social media, 
and then there are some people who might be working on highly specialized 
or highly sensitive projects in which they may not be allowed to share infor-
mation in social media. Here, the type of role is very important in interpret-
ing scores.

Specific People or Groups

Are we really           interested in narrowing down our analysis to comments 
about or comments from a specific individual or a specific set of individuals?

A couple of years ago, we were asked to build an application to capture 
and display sentiment in near real time about tennis players participating in 
the US Open  . In this case, we used names of players, their nicknames, and 
a variety of other aliases to ensure we were targeting the right segment. In 
another example, we were asked to identify how people in social media were 
reacting to a Lance Armstrong interview   with Oprah Winfrey.

Do We Really Want ALL the Comments?

In Chapter 1, we discussed the concept of bias—or the skewing of a data-
set based on a potentially inappropriate set of authors. Perhaps inappropri-
ate is too strong of a word, but in some cases you might want to exclude 
the comments of your company’s employees. At IBM, we           tend to look at 
ourselves as one of the best customers of our products and services, but 
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sometimes IBMers are also among our most vocal critics. If we are looking 
to understand the true concerns or thoughts of our external customers and 
clients, we may want to exclude the subset of IBMers from the conversation. 
This is an example of the employment attribute that we discussed previously. 
Again, the purpose isn’t to exclude because these comments aren’t valuable, 
but in the spirit of openness and true sentiment or feelings, it may be useful 
to separate the comments.

In one example, we were asked to look at the social media activity around 
a new product launch. The client’s concern was that while there was a tre-
mendous amount of money and time being invested in the various market-
ing campaigns, the sales hadn’t picked up as much as had been  anticipated. 
A quick analysis of the discussion around the topic showed the level of activ-
ity over a four-week period (see Figure 3.1).
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Figure 3.1 Social media remarks during an initial product announcement.

This graph shows the number of mentions of the particular product over 
time. It’s rather clear from this simple graphic that in the beginning, there 
was quite a bit of hype or discussion around this product launch, but over 
a short period of time, the discussion continued to decline almost to zero 
mentions.

What was even more disturbing about this analysis was who was having 
the conversations. We quickly looked at the top contributors to this thread 
of conversation and turned up the list shown in Figure 3.2.
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Figure 3.2 Top contributors to social media remarks during an initial product announcement.

A manual lookup of the top 10 users in this conversation revealed that at 
least 9 of them were employees of the company and represented nearly half 
the conversation (47%).

The conclusion           we drew was that in the various social media and news 
venues, the employees were chatting about the new release, but given the 
slope of the curve in Figure 3.1, that conversation didn’t sustain itself. After 
the employees stopped talking, there was virtually no conversation. Clearly, 
a new marketing plan was needed since what was being said wasn’t being 
repeated, commented on, or perhaps even resonating with the public.

Are They Happy or Unhappy?

I’ll never             forget the time I [Matt] was traveling to Las Vegas to speak at a 
trade show. It was a long flight, but when we landed and the plane was taxi-
ing to the gate, I simply tweeted “Viva Las Vegas” and was almost instantly 
greeted with a return tweet for a hotel/casino special. Someone was actually 
watching for conversation about the city, not just me, to send a special offer.
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Watching or monitoring social media for customer issues is still a growing 
trend. It provides the ability to respond to issues in a timely fashion as well as 
gives opportunities for additional business opportunities.

Consumers are using Twitter to  either ask questions about product- and 
service-related issues or to air complaints with increasing regularity. A study 
by Sprout Social found  that social media messages eliciting a direct response 
from companies had risen by 178% from 2012 to 2013 [2]. To stay com-
petitive, companies are choosing to watch for negative terms or concepts 
being used around a brand and head off a potential customer satisfaction 
problem later.

By listening to customer feedback in Twitter, companies like JetBlue have  
been able to build their reputation as responsive customer service organiza-
tions. Think about this from the consumers’ perspective. Airline delays can 
be one of the most common causes of customer frustration. Not only do 
these delays happen often, but those being delayed or inconvenienced can be 
pretty vocal about their feelings, especially when there is nothing to do but 
sit in an airline terminal with their smart phones.

Acknowledging this fact, @JetBlue ensures the company is responsive to 
its customers because it understands the importance of continued customer 
loyalty. JetBlue not only engages with happy customers but also responds to 
and helps frustrated customers as quickly as possible.

According to an article in AdWeek [3], due to a downpouring of rain in 
the Northeast that grounded most of JetBlue’s planes, the   company was fac-
ing a public relations storm that seemed unlikely to go away anytime soon. 
On this particular occasion, passengers were trapped in their planes (on the 
tarmac) in New York City for hours—going nowhere and growing more 
annoyed by the minute. In many cases, passenger delays stretched into days 
while over 1,000 flights were ultimately canceled.

Needless to say, customer concerns and outcries ran rampant. However, 
through social media channels, then-CEO David Neeleman reached  out 
to travelers of JetBlue to personally apologize for the issues and presented 
the company’s plans to improve service. The use of social media outlets to 
enable an open atmosphere of communication coupled with the company’s 
willing to admit (publically) its mistakes went a long way to turn a bad situ-
ation good.

The lesson?
Listening to the right content (in some cases, customer dissatisfaction) 

can provide an added vehicle to achieving customer loyalty and goodwill.
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JetBlue leveraged YouTube (a popular video-sharing site) to  explain the 
service failure and describe how it planned to improve its operations as a part 
of its effort to control the situation. Again, it did this by posting an apology 
by founder and then-CEO David Neeleman shortly after the trouble began. 
As a result, the company built a relationship with its customers.

This use of a social media source coupled with JetBlue’s complete open-
ness and willingness to take responsibility helped to push it over the media 
reports and resume its standing as a consumer favorite. What’s important is 
that despite the negative news coverage and complaints by consumer advo-
cacy groups, the airline was able to keep its place atop the J.D. Power North 
America Airline Satisfaction Study              for low-cost carriers going on 11 years in 
a row [4]!

So when we think about who we want to listen to, the answer, of course, 
is everybody. But by segmenting the comments into those with positive sen-
timents and those with negative sentiments, we can quickly respond to those 
urgent customer issues.

Location and Language

There are times when understanding the mood or the thoughts of a par-
ticular region of the world is of                      main importance. For example, if we are 
interested in understanding the social opinions or concerns of youths in 
India, monitoring data from the United States isn’t all that practical. Just 
to be complete in this thought, however, while we understand that there 
may be some spillover discussion in US-based traffic about conditions in 
India, the likelihood of finding any significant content is probably not worth 
the effort of having to discover it in a vast sea of other (unrelated) data. 
Obviously, this is a decision that needs to be made by each data scientist or 
organization; our intent is simply to point out where there may be value in 
looking only at a particular region in the world.

As an example, consider the diagram shown in Figure 3.3; it shows social 
media mentions for a particular bank we were working on an analysis for. 
The bank had recently made some announcements and was interested to see 
if there was an increase or decrease in social media traffic as (perhaps) a result 
of the media attention. Figure 3.3 shows a summary of the top 10 languages 
for all of the media mentions we were able to collect over the previous two 
days.
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Mentions by Different Natural Languages

Portuguese

Spanish

English

Turkish

Figure 3.3 Top 10 languages used in mentions.

What we were able to see was a large amount of traffic coming not from 
English (US) speaking individuals, but from Turkish social media partici-
pants. Not only that, but it appeared that Portuguese and Spanish num-
bers were almost equally as high. What was more interesting was that the 
announcements were made in the United States.

One of the interesting facts to gather would obviously be the location of 
the individuals making the comments. In some cases, this information is 
easy to retrieve—for example, through the use of GPS technology on mobile 
devices. In the case of Twitter, the use of geolocation                      can allow someone 
to find tweets that have been sent from a specific location. This could be 
a country, a city, or multiple regions around the world. When a Twitter 
user opts in to allow location-based services on his or her Twitter account, 
Twitter uses geotagging to categorize each tweet by location and makes that 
information available to subscribers of the data. In theory, this would give 
users of that data the ability to track tweets sent from a specific city or coun-
try. Unfortunately, the statistics on the use of this feature aren’t promising 
(yet), with only about 10% of the total population enabling the feature [5].

Lacking the exact geolocation, we could make the assumption that those 
posting in Turkish, for example, were originating their tweets from Turkey. 
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It may not be a perfect one-to-one match, but lacking any other informa-
tion, it’s the best we could do.

In this case, the bank in question had made an announcement (in the 
US press) about some branch closings in Europe. From the backlash we 
were able to mine from social media sources, it appears that those most 
widely affected customers were located in Spanish-speaking countries as well 
as Turkey. While we don’t know exactly how the bank handled this situation 
(our job was simply to discover any potential issues), we do know it immedi-
ately focused customer relations on branches and banking in those regions in 
an effort to                      minimize any fallout from its announcements.

Age and Gender

Understanding the demographics of just who is using social media to 
communicate is an important step                     in being able to understand what is being 
said about a company or brand.

Some of the current data provided by the Pew Research Center [6] around  
social media can give us a better idea of who is generating all of the traffic 
(and who is listening). Let’s not make a mistake here: according to this work, 
approximately 74% of Internet users are engaged in some form of social 
media (that’s over 2.2 billion individuals). While we’ve tried to summarize 
some of the more                     simple statistics in Table 3.1[7], some numbers should 
stand out:

■ In the 18–29-year-old bracket, there is 89% usage.
■ The 30–49-year-old bracket sits at 82%.
■ In the 50–64-year-old bracket, 65% are active on social media.
■ In the 65-plus bracket, 49% are using social media.

Time spent online using social media shows [8]:

■ The United States at 16 minutes of every hour
■ The Australians at 14 minutes for every hour
■ The United Kingdom users at 13 minutes

And while we’re at it, remember that 71% of users’ social media access
comes from a mobile device [9], and women tend to dominate most of the 
social media platforms [10].
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Table 3.1 Social Media Demographics of Prominent US Sites as of December 2014

Gender Age Demographics

Social 
Media Site

Percent 
of Males 
polled that 
participated

Percent of 
Females 
polled that 
participated

Ages 
18–29

Ages 
30–49

Ages 
50–64

Ages 
65 
and 
older

Facebook 66% 76% 84% 79% 60% 45%

Twitter 17% 18% 31% 19% 9% 5%

Instagram 15% 20% 37% 18% 6% 1%

Pinterest 8% 33% 27% 24% 14% 9%

LinkedIn 24% 19% 15% 27% 24% 13%

Ultimately, we would like to include some of this demographics infor-
mation in an analysis, but the knowledge of this information is just as use-
ful. If, for example, we were wondering what the issues were surrounding 
health care (or other issues) post retirement in social media, we would be 
hard-pressed to find much discussion by that demographic in places such as 
Instagram or Twitter (since the number of participants in the 65 and older 
demographic seems to be quite low). That’s not to say the chatter wouldn’t 
be out there; there could be significant discussion by the children of those 
users in the 30–39-year-old demographic, but again, it may come with a dif-
ferent perspective. Similarly, based on this table, if we were interested in the 
content from females, Pinterest might be a good venue to consider                    .

Eminence, Prestige, or Popularity

What does it mean to be eminent? There are a number of online presen-
tations and seminars on increasing your social media eminence, or “digital 
footprint.” What are some attributes of eminent people? They tend to be 
in a position of superiority or distinction. Often they are high ranking or 
famous (either worldwide or within their social community or sphere of 
influence) and            have a tremendous amount of influence over those who hear 
what they have to say.

For example, if the president of the United States (or any world leader) 
makes a comment on some social or economic issue, that comment is usu-
ally picked up by the press and is on everyone’s lips by the time the eve-
ning news comes on (more so if it’s a controversial topic). These leaders 
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are highly influential and can literally change the minds or perspectives of 
millions of people in a relatively short time span. On the other hand, if coau-
thor Avinash Kohirkar makes  a public statement about the same topic, the 
results are vastly different. He may influence family and friends, but the net 
effect of his comments pale in comparison to those that are viewed with a 
higher degree of eminence.

So what do these users do to lay claim to being popular, prestigious, or 
eminent?

People who are perceived to have a high degree of social media eminence 
publish high-quality articles or blog entries. Other users rush to see what 
they have to say (and often repeat it or are influenced by it). Highly emi-
nent people are seen as those individuals who add value to online business 
discussions. Their eminence is further bolstered by others who have rated 
their contributions as valuable and have tagged them for reuse by others. 
In Chapter 11, we talk about how social analytics can be used to determine 
eminence!

It stands to reason that we would want to know what these people are 
saying. We also want to know if something was said in the social media con-
cerning our brands or products. It does make a difference if a comment was 
made by a simple techie (such as Avinash) or a world leader.

One of the challenges            in using eminence (or influence) as a metric is 
determining how to quantify it. There is a lot of discussion and debate in 
the industry about this topic, and there are lots of tools and approaches that 
people are using to measure influence [11]. To illustrate this point here, we 
are going to make some assumptions and come up with a simple formula.

In some of our work, we make the following assumptions:

■ Influential people are those who often have their comments repeated.
■ Influential people tend to have many people following them (that is,

the interest in what they have to say is high).

Based on these assumptions, we defined a simple metric called “reach”
that is a quantifiable way to determine how widespread someone’s message 
could be. Reach, to us, is simply the number of things that a person has said 
multiplied by the number of people listening. Is this metric perfect? No. But 
it is something to watch for: a person with a large reach is saying a lot and is 
also reaching a wide audience. Granted, someone could be blabbering about 
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some topic on social media and posting thousands of messages, all being 
received by a small handful of listeners. If that’s a concern, simply look to 
modify the definition of influence to something like that shown in Figure 
3.4.

Followers
Messages

Method 1:

Reach � Followers � Messages

Method 2:

Reach � (Followers � Messages) �

Figure 3.4 Simple formulas for calculating influence.

It is possible for a company to use the concept of influencers to effectively 
communicate a key marketing message broadly. Consider the effect a well-
known industry analyst who is constantly talking about security in financial 
institutions such as banks could have on the perception of various institu-
tions. In addition, if we follow this analyst, we will come to understand the 
social media venues that this analyst and others like him or her participate 
in. As an example, let’s assume that IBM acquired a company that specializes 
in fraud detection for banks. Our marketing teams in IBM will  be served 
well by posting about this event on the venues that this analyst is already 
quite active in. If the analyst is impressed by the acquisition and chooses to 
“like” it or “share” it, that message will be received by a large number of his 
or her followers.

How do we measure how influential someone is? Or how do we measure 
how effective a person’s messages are? We can look to see if that person has 
talked about a specific product or service and then measure the sales of that 
product or service to see if there is an increase (or decrease). However, that 
would be a difficult measurement and, quite honestly, wouldn’t represent 
the image or perception of the product or service, which could, at a later 
date, affect the sales.

Instead, we chose to look at someone’s reach, or how far and wide this 
person’s message could be spread. Figure 3.4 shows an example of how 
reach could be computed in a message system such as Twitter (although it’s 
equally applic able to any systems where a post is made and             others follow that 
posting).
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In Figure 3.4, we show that an individual’s reach can simply be calculated 
in one of two ways:

■ Method 1—Multiply the number of messages sent by the number
of people that could read that message. If someone sends 1,000 mes-
sages and 10 people are following that person, the combined message
has a calculated score of 10,000 (see Table 3.2).

■ Method 2—Multiply the number of messages sent by the number of
people that could read the message and then multiply that result by
the ratio of followers to messages.

Table 3.2 Example of Determining Someone’s Reach in Social Media

Followers Messages Reach (Method 1)
(Followers * messages)

Ratio Reach 
(Method 2)

10 1,000 10,000 0.01 100

200 50 10,000 4 40,000

In method 2, we’ve add another factor to our equation: the ratio of the 
number of followers to the number of messages produced. Doing so effec-
tively gives more weight to the person with a larger following. This produces 
perhaps a more meaningful score for our metric, where we might be more 
inclined to focus on the comments of the second user rather than those of 
the first.

Summary

As you can see, as we’re moving forward in these chapters, we’re try-
ing to get more and more specific about the data that is under analysis. In 
this chapter, we discussed the concept of the individual in the conversation, 
or the who. It’s a huge point that we need consider in any kind of analy-
sis we’re looking to perform. Remember, if you’re looking to understand 
the societal issues in, say, India, does it make sense to include opinions or 
thoughts of those people in the United States? Perhaps. But at a minimum, 
we believe you should at least consider breaking out the views of Indians to 
better understand your question at hand.
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If the public chatter about a new movie contains the words childish, silly, 
or waste of time, is it relevant? That depends. If the movie is geared for chil-
dren, and those are the views of adults, perhaps not. Remember, sometimes 
it’s not what is said, but who is saying it!
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Most people        think of social media outlets (Twitter, Instagram, Vine, and 
so on) as an “in the moment” type of media. What does that mean? Well, 
think about this: You walk into your favorite store and encounter one of the 
most unprofessional sales assistants you’ve ever come across. What do you 
do if you’re active in social media outlets like Twitter? You open your smart 
phone and tweet something like this:

Worst customer service I’ve ever encountered—shame on you #company

There are times when we feel compelled to express our thoughts and feel-
ings in this fashion and more often than not, someone listening to our rants 
responds with a sense of sympathy or consolation. By “in the moment,” 
we’re referring to being mindfully aware of what is going on right here and 
now.

This ability to immediately share our thoughts is one of the great pow-
ers of social media. This power, in turn, can be leveraged to derive business 
value. For example, we can monitor the pulse of a community of individuals 
pertaining to a specific event that is occurring right now. Trending topics  
are those being discussed more than others. These topics are being talked 
about—in Twitter or any other social media venue, for example—more 

47

Timing Is Everything
Time flies over us, but leaves its shadow behind.

—Nathaniel Hawthorne [1]

4
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right now than they were previously. This is the reason that Twitter lists the 
trending topics directly on its site. This list allows users to see what a large 
group of individuals are talking about. In addition to identifying trends, we 
are able to perform additional analytics to derive insights from such conver-
sations. We cover these types of analysis in more detail in Chapter 6 of this 
book.

So far, we have talked about communications happening right now, but 
what about communications that have already occurred at some point of 
time in the past?

■ Have people talked about that particular topic in the past?
■ Has the sentiment surrounding the topic changed over time?
■ Are there different themes surrounding the topic now as opposed to,

say, last year?

In Jay Asher’s book Thirteen Reasons Why, character   Hannah says:

“You can’t go back to how things were. How you thought they were.
All you really have is…now.” [2]

Luckily for us, this isn’t the case in social media analytics. As a matter of 
fact, looking back in time is often just as important as (if not more so than) 
looking at the present.

Predictive Versus Descriptive

Most of what we think of when we talk about business analytics are what 
we would call “descriptive analytics.” Descriptive analytics looks       at data and 
analyzes past events for insight as to how to approach the future. Here, we 
look at past performance and, by understanding that performance, attempt 
to look for the reasons behind past successes or failures. Descriptive statistics 
are used to describe the basic features of the data in a sample. They provide 
simple summaries about the data and what was measured during the time it 
was collected. Descriptive analytics usually serves as the foundation for fur-
ther advanced analytics.

Descriptive statistics are useful in summarizing large amounts of data into 
a manageable subset. Each statistic reduces larger “chunks” of data into a 
simpler, summary form.
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For example, consider the analysis of a large block of social media data 
surrounding an industry trade show. If we break down the topics seen in all 
of the social media conversations from the show, we could produce a set of 
descriptive statistics similar to those shown in Table 4.1.

Table 4.1 Social Media Conversations by Topic

Topic Percentage of Overall Discussion

Mobile Security 35%

Cloud Computing 15%

Internet of Things 10%

Analytics 20%

Social Computing 5%

Miscellaneous 15%

In this case, the metric “Percentage of Overall Discussion” describes 
what the conversations are generally about. We could have just as easily 
reported on the number of males or females who made comments or the 
number of comments made by people claiming to be from North America, 
Europe, or Asia Pacific (for example). All these metrics help us understand 
(or describe) the sample of data; thus, they are descriptive statistics. The pur-
pose       of descriptive analytics is simply to summarize a dataset in an effort to 
describe what happened. In the case of social media, think about the number 
of posts by any given individual, the number of mentions by Twitter handle, 
a count of the number of fans or followers of a page, and so on. The best way 
to describe these metrics is to think of them as simple event counters. We 
should also remember that the ultimate business goal of any analysis project 
will drive the data sources we are interested in as well as the aspects of the 
data we need to focus on. This dimension of time helps us collect a suitably 
large set of data depending on the goal of the project.

Predictive Analytics

Predictive analytics can be    thought of as an effort to extract information 
from existing datasets to determine patterns of behavior or to predict future 
outcomes and trends. It’s important to understand that predictive analytics 
does not (and can NOT) tell us what will happen in the future. At best, pre-
dictive analytics can help analysts forecast what might happen in the future 
with an acceptable level of reliability or confidence.
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Refer again to the value pyramid from Chapter 1. The supposition was 
that as we continued to refine a data source (over time), the more valuable 
the residual, or resulting, dataset would become. Perhaps that same diagram 
can be drawn with respect to time, as shown in Figure 4.1. The more tem-
poral the data becomes, the wider view we obtain, and therefore the greater 
understanding can be derived. If we are focusing on a given data source, we 
can improve our level of understanding of that dataset by not only gaining a 
wider understanding, but perhaps by modifying our perception of the data 
as it evolves over time. For example, if we are monitoring conversations in a 
community about a new email system that has been rolled out to all employ-
ees, over a period of time, we get an idea of which features are being talked 
about more than others, which types of users are having difficulties with a 
certain set of features, and who are the most vocal about their experience. 
This is possible because over time, we are able to refine our filters to look at 
the most relevant data, and then we are able to revise and refine our analytics 
model to expose key combinations of parameters that we are interested in.

Wisdom

Knowledge

Information

Filtered Data

Noisy Data

Information

Filtered Data

Noisy DataNoisy Data

Wisdom

Knowledg

InformatioInformation

Level of Understanding Over Time

Figure 4.1 Understanding increases over time.

Often, when we are looking at trends or predictive behavior, we are look-
ing at a series of descriptive statistics over time. Think of a trend line, which 
is typically a time series model (or any predictive model) that summarizes the 
past pattern of a particular metric. While these models of data can be used 
to summarize existing data, what makes them more powerful is the fact that 
they act a model that we can use to extrapolate to a future time when data 
doesn’t yet exist. This extrapolation is what we might call “forecasting.”
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Trend forecasting is a       method of quantitative forecasting in which we 
make predictions about future events based on tangible (real) data from the 
past. Here, we use time series data, which is data for which the value for a 
particular metric is known over different points in time.

As shown in Figure 4.2, some numerical data (or descriptive statistic) 
is plotted on a graph. Here, the horizontal x-axis represents time, and the 
y-axis represents some specific value or concept we are trying to predict,
such as volume of mentions or, in this case, consumer sentiment       over time.
Several different types of patterns tend to appear on a time-series graph.
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Figure 4.2 Consumer sentiment (positive, negative, or neutral) over time.

What’s interesting in this graph isn’t the size (or amount) of positive, 
negative, or neutral sentiment over the month of March, but the pattern 
that seems to emerge when looking at this data over time. This analysis of 
industrywide mentions of topics in and around cloud computing was done 
by   Shara LY Wong of IBM Singapore (under the direction of Matt Ganis 
as part of a mentoring program inside of IBM). A close inspection of this 
temporal representation of the data shows that every 10 days or so, there 
is a peak of activity around the topic. All three dimensions of sentiment 
(positive, negative, or neutral) seem     to peak and rise at the same time in a 
fairly regular manner. Given that the leader of the metrics in all cases is the 
line representing neutral sentiment, we were able to quickly determine that 
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on a very systematic schedule, there are a number of vendor advertisements 
around the topic, most with a slant toward positive sentiment. One anomaly 
appears to be the March 21 discussions that generated not only the largest 
spike in discussion, but also the largest negative reaction by far.

The essence of predictive analytics, in general, is that we use existing 
data to build a model. Then we use that model to make predictions about 
information that may not yet exist. So predictive analytics is all about using 
data we have to predict data that we don’t have. Consider the view of 
consumer sentiment about a particular food brand over time (in this case, a 
20-month period). We’ve plotted the values obtained for the positive senti-
ment with respect to time and done a least-squares fit to obtain the trend line
(see Figure 4.3). The solid line in this figure is drawn through each observa-
tion over a 20-month period. The broken line is derived using a well-known
statistical technique called linear regression analysis that uses a method called
least-squares fit. In this simplistic example, it is easy to see that the trend line
can       be utilized to predict the value of positive sentiment in future months
(like months 21 and 22 and so on). We can have confidence in this predic-
tion because the predictions seem to have been quite close to reality in the
past 20 months.
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Figure 4.3 The trend line.

From high school math, this derived trend line is nothing more than the 
familiar equation for a straight line:

Y = mx + b
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where the value of m is the slope of the line and b represents the y-inter-
cept (or the point where x—in this       case, time—is zero) are constants. From 
this, we can examine any time in the future, by substituting a value for x (in 
this case, we would use a value of x greater than 20 to look into the future, 
since anything less than 20 is already understood) and, with a fairly good 
level of confidence, predict the amount of positive consumer sentiment (the 
value of y). While simple in nature, this is a perfect example of a predictive 
model.

If we want to know what the sentiment will be     around this brand over 
the next 24 to 36 months (assuming conditions don’t change), this sim-
ple relationship can be a “predictor” for us. As we said previously, it’s not 
a guarantee, but a prediction based on prior knowledge and trending of 
the data.

Descriptive Analytics

When we use the term descriptive analytics, what    we should think about is 
this: What attributes would we use to describe what is contained in this spe-
cific sample of data—or rather, how can we summarize the dataset?

To further illustrate the concept of descriptive analytics, we use the results 
from a system called Simple Social Metrics that     we developed at IBM. It’s 
nothing more than a system that “follows” a filtered set of Twitter traffic 
and attempts to provide some kind of quantitative description of the data 
that was collected (we talk more about this in Chapter 8, where we address 
real-time data).

In this example, we use a dataset of tweets made by IBMers who are mem-
bers of IBM’s Academy of Technology. The IBM Academy of Technology 
is a  society of IBM technical leaders organized to advance the understanding 
of key technical areas, to improve communications in and development of 
IBM’s global technical community, and to engage its clients in technical 
pursuits of common value. These are some of IBM’s top technical minds, so 
an analysis of their conversation could be quite useful.

One of the first questions we want to answer is this: “Who is contributing 
the most?” or rather, “Who is tweeting the most or being tweeted about?” 
One way to do this is to analyze the number of contributions. We simply 
call this the “top authors,” and for the month of November, a breakdown of 
the top contributors looked something like that shown in Figure 4.4. Even 
though this diagram tells us which author had the most number of tweets, 
we need to go beyond the machine-based analysis and leverage human analy-
sis to determine who really “contributed” the most.
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Figure 4.4 Top 10 authors from IBM’s Academy of Technology during November 2014.

While this data is interesting, we need to remember that these types of 
descriptive metrics represent just a summary over a given point in time. The 
view could be quite different if we look at the data and take the time frame 
into consideration. For example, consider the same data, but a view of the 
whole month versus the last half of the month (see Figure 4.5).
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Figure 4.5 Top authors during the whole month and just at the end.

An important    fact that comes across here is that one of the users, kmar-
zantowicz, came on strong during the last half of the month with a heavy 
amount of tweeting to move into the top five of all individuals. Perhaps this 
person was attending a conference and tweeting about various presentations 
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or speeches; or perhaps this person said something intriguing and there was a 
flurry of activity around him or her. From an analyst’s perspective, it would 
be interesting to pull the conversation that was generated by that user for the 
last 15 days of the month to understand why there was such a large upsurge 
in traffic.

Sentiment

One of the more popular descriptive metrics that people like to use is 
sentiment. Sentiment is usually associated with the emotion (positive or neg-
ative) that an individual is feeling about the topic being discussed. In this 
chapter, which is focused on time, we discuss sentiment as it changes over 
time.

Sentiment analytics     involves the analysis of comments or words made by 
individuals to quantify the thoughts or feelings intended to be conveyed by 
words. Basically, it’s an attempt to understand the positive or negative feel-
ings individuals have toward a brand, company, individual, or any other 
entity. In our experience, most of the sentiment collected around topics 
tends to be “neutral” (or convey no positive or negative feelings or mean-
ings). It’s easiest to think about sentiment analytics when we look at Twitter 
data (or any other social site where people express a single thought or make a 
single statement). We can compute the sentiment of a document (such as a 
wiki post or blog entry) by looking at the overall scoring of sentiment words 
that it contains. For example, if a document contains 2,000 words that are 
considered negative versus 300 words that are considered positive in mean-
ing, we may choose to classify that document as overall negative in senti-
ment. If the numbers are closer together (say 3,000 negative words versus 
2,700 positive words—or an almost equal distribution), we may choose to 
say that document is neutral in sentiment .

Consider this simple message from LinkedIn:

Hot off the press! Check out this week’s enlightening edition of the 
#companyname Newsletter http://bit.ly/xxxx

A sentiment analysis of this message would indicate that it’s positive in 
tone. The sentiment analysis being done by software is usually based on a 
sentiment dictionary for that language. The basic package comes with a pre-
defined list of words that are considered as positive. Similarly, there is also 
a long list of words that can be considered negative. For many projects, the 

http://bit.ly/xxxx
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standard dictionary can be utilized for determining sentiment. In some spe-
cial cases, you may have to modify the dictionary to include domain-specific 
positive and negative words. For example, the word Disaster can be a nega-
tive sentiment word in a majority of contexts, except when it is used to refer 
to a category of system such as “Disaster Recovery Systems.”

Understanding the general tone of a dataset can be an interesting metric, 
if indeed there is some overwhelming skew toward a particular tone in the 
message.

Consider the descriptive set of metrics of sentiment shown in Figure 4.6, 
taken from an analysis we did for a customer in the financial industry over a 
one-month period. This represents the tone of the messages posted in social 
media about this particular company.

Negative

Neutral

Positive

Figure 4.6 Customer sentiment over a one-month period.

On the     surface, this looks like a good picture. The amount of positive 
conversation is clearly greater than the amount of negative, and the neutral 
sentiment (which is neither bad nor good) overwhelms both. So in sum-
mary, this appears to be quite acceptable.

However, if we take the negative sentiment and look at it over time, a dif-
ferent picture emerges, as illustrated in Figure 4.7.
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Figure 4.7 Plot of one month’s count of negative sentiment.

While cumulatively the negative sentiment was much smaller than the 
positive, there was one particular date range (from approximately the 16th to 
the 18th of the month) when there was a large spike in negative messaging 
centered around our client. While just an isolated spike in traffic, the event 
could have lingering effects if not addressed.

Time as Your Friend

Access to historical information can be vastly informative (and useful) 
if utilized in the proper way   . Up until this point in our discussion, we’ve 
described the collection of data as it appears but really haven’t mentioned 
the use of a data store or the collection of historical information.

We talk more about this topic in the later chapters, but for now the ques-
tion to ask is: How could we take advantage of a historical data collection? 
One answer is that we could look for a baseline so that, as we take measure-
ments now, in the present, we can better understand if those measurements 
have any real meaning.

For example, in the previous example where we discussed positive versus 
negative sentiment, on     average for the month shown, we had a ratio of 1:8 
negative to positive comments (for every one negative comment, we were 
able to see eight positive comments).

The question is: Is that good or bad? The answer to this question depends 
on the specifics of the situation and also on the goal of the social analyt-
ics project that we are working on. Looking back in time, we were able to 
compute that in previous months, the ratio remained relatively constant. So 
there was no need for alarm in seeing the negative statements (note that this 



ptg16373464

Social Media Analytics58

is not to say we need to ignore the negative things being said—far from it—
but there doesn’t appear to be an increase in any negative press or feelings).

But there is another interesting use case for data stores, and it’s that of 
validating our models.

In one interesting use case we had, we were asked to monitor social media 
channels in an attempt to identify a hacker trying to break into a specific 
website. The idea sounds a bit absurd: What person or group would attempt 
to break into a website and publish their progress on social media sites?

While we    didn’t have high hopes for success, we followed our iterative 
approach and built an initial model that would describe how people might 
“talk” when (or if) they were attempting a server breach. It was a fairly com-
plex model and required a security specialist to spend time looking over 
whatever information we were able to find. Over the months of running 
our model, watching as many real-time social media venues as we could, we 
ended up returning a large number of false positives.

This inevitability leads to the question: Is the model working, or is it 
just that nobody is trying to break in? It’s a valid question. How do we vali-
date that we can detect a specific event if we don’t know that the event has 
occurred?

Well, we took the data model and changed it to reflect IBM. We wanted 
to run the model against a site that had been hacked in the past, and a widely 
reported incident around IBM’s DeveloperWorks site  defacement was a per-
fect candidate.

Using a data aggregator called Boardreader (which is closely integrated 
with IBM’s Social Media Analytics [SMA] product), we  pulled data from 
around January 1, 2011, until January 31, and processed that data within 
our model. Sure enough, we saw that our model identified the hacking 
instance almost as soon as it was reported (within minutes). This data was 
important to us because it served to validate our model and assure us to a 
ce rtain degree that if a group was going to do this again (to our client), we    
could at least catch it as soon as possible.

Summary

In this chapter, we discussed how the concept of time can be factored into 
an analysis in several ways:

■ Accumulation of larger datasets
■ Descriptive analytics
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■ Predictive analytics (establishing trends and using the trends to
predict the future)

■ Validation of hypotheses using historical data

In general, the level and depth of analysis are directly proportional to the
amount of properly selected and filtered data that went into that analysis. 
However, in some use cases, it is important to get a quick “point in time” 
analysis, as we discussed with a trade show or presentation and audience 
reactions. Of course, if we want to deliver a more relevant message, our 
datasets for analytics may need to look back over time to establish a trend. 
For example, if IT professionals had been discussing security around cloud 
computing for the last several months, chances are, that’s a topic they would 
be interested in hearing about during a presentation.

One perhaps not-so-obvious use of historical data could be to validate 
models for an upcoming analysis. Many times we assume we have config-
ured models and data engines to capture the “right” data, but do we know 
for sure they work? Using historical data provides an easy testbed to ensure, 
or at least test, that our assumptions and models are correct so that our cur-
rent analysis can be as accurate as possible.

Endnotes
[1] Hawthorne, Nathaniel. Transformation: The Marble Faun, And, The Blithedale
Romance. George Bell and Sons, 1886.
[2] Asher, Jay. Thirteen Reasons Why. Ernst Klett Sprachen, 2010.
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When you  think of the word data, what comes to mind?
At a very simplistic level, data is nothing more than a collection of facts, 

measurements, or observations that, when combined, form or create what we 
might call information. At its core, data is a raw, unorganized set of facts that 
need to be processed into something more meaningful. A    set of numbers (or 
data points) such as those shown in Table 5.1 is relatively meaningless until 
we put them into context. The numbers 45.3, 39.1, 35.9, and so on mean 
nothing to us until we realize (from Table 5.2) that they are measurements 
of temperature. So, by combining data (values in a table) with the additional 
contextual data that the values represent temperature, we are able to extract 
“information.”

61

Social Data: Where and 
Why

Variety’s the very spice of life, That gives it all its flavor.

—William Cowper

5
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Table 5.1 Raw Data

Data

45.3

39.4

35.9

32.1

30.6

29.3

27.4

Table 5.2 Temperature Data

Temperature

45.3

39.4

35.9

32.1

30.6

29.3

27.4

By labeling the column of data with the word Temperature, we at least 
have a bit of content. The numbers by themselves could represent liter-
ally anything—from distances between a    specific city and nearby towns or 
cities, average test scores, water levels in a reservoir, or any other measurable 
entity.

But they’re still not useful.

■ Are those temperatures at a specific location?
■ When were the measurements taken? (At night, during the sunlit

day, under water?)
■ How is the temperature measured? Is it degrees Fahrenheit or Celsius,

or is it measured in kelvins?
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Table 5.3 provides even more context and tells us that these are observa-
tions about temperature (in degrees Fahrenheit) at various points in time 
on a particular day in 2014. This table now helps us realize that on the 
particular date in question, around 5:30 p.m. there was a sharp decrease in 
temperature—the derivation of a new piece of information. Each column 
represents a piece of data, meaningless when it stands alone but relevant 
when understood   within a context.

Table 5.3 Temperature Readings as an Example of Data

Temperature Scale Timestamp

45.3 Degrees Fahrenheit 2014-12-10 17:30pm ET

39.4 Degrees Fahrenheit 2014-12-10 18:00pm ET

35.9 Degrees Fahrenheit 2014-12-10 18:30pm ET

32.1 Degrees Fahrenheit 2014-12-10 19:00pm ET

30.6 Degrees Fahrenheit 2014-12-10 19:30pm ET

29.3 Degrees Fahrenheit 2014-12-10 20:00pm ET

27.4 Degrees Fahrenheit 2014-12-10 20:30pm ET

Structured Data Versus Unstructured Data

Even though data comes in a variety of shapes, sizes, and forms, for the 
purpose of our analysis, we can think of data as coming in essentially two 
categories: organized and unorganized. That may be a bit of an oversimplifi-
cation. A data scientist would call them structured and unstructured.

Think of    structured data as data that contains a high degree of organiza-
tion: We can define a data model for it and allow it to easily be placed into a 
database system. Once in a database, the data is readily searchable by simple, 
straightforward search engine mechanisms. Consider the example shown in 
Figure 5.1.
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All of the attributes for each
row of data are consistent
and well defined.

Each attribute
of the dataset
is grouped
together into
a “row” of
information.

Last

Smith

Jones

Patrick

Jane

Robert

James

Richard

Developer

DBA

US

UK

US

Ireland

New York

Texas

Dublin

1NA

4YH

8UI

0SA

01-2N-15

714

05-210

09-3-
4A10

First Position Country Office
State/

Province

Work
Location

Code

Figure 5.1 Example of a structured database table.

This example illustrates a table from a structured database. Each row in 
the column represents an observation (a specific employee), and      each column 
is an attribute that describes the row of data (the person’s last name, position 
in the company, work location, and so on). We call it structured because 
each record or row has the same attribute. Each one can be interrogated 
because we know the type of data held in each attribute. For example, we 
know the country column has a well-known set of values, as does the work 
location code and position. This table can be stored in a database, so query-
ing or evaluating the data is relatively straightforward using standard data-
base querying tools that are available in the marketplace.

Unstructured data is    essentially the opposite of structured. The lack of 
structure makes collecting this data a time- and energy-consuming task due 
to the nonuniformity of the data.

In the case of social media, the data takes the form of unstructured data, 
or data without a specific format. Unstructured data often includes text but 
more often than not can contain additional multimedia content. In the case 
of social media, this could include likes, URLs in messages, and pictures or 
references to other individuals. One contradiction to consider is that dif-
ferent data sources may have a specific “application structure”; that is, data 
from one source can all look similar (as if it was structured). But because the 
data that these sources contain doesn’t fit neatly into a database or across 
multiple applications, we still refer to it as “unstructured.” Consider the 
Twitter example in Figure 5.2.
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While some social media (in this case,
Twitter) has a number of structured or
well-defined attributes, for an analyst,

text of the tweet or payload.

User
Handle

AliceR

LuvData

Jan 1, 2015

Jan 1, 2015

Jan 1, 2015

Jan 1, 2015

15:40:22

15:43:13

15:45:03

15:45:54

Date TIme Tweet

#productname is suppose to work

#productname

Does anybody have a preference #productname or
#otherproduct

#productname

Figure 5.2 Example of Twitter data as unstructured data.

While this data looks similar to that of the previous example of structured 
content, the real value of the Twitter data (or any other social media con-
tent) comes from an analysis of the unstructured portion of the “record,” in 
this case, the tweet.

Big Data

According to an article by Gil Press of Forbes [2], the     first documented 
use of the term big data appeared in a 1997 paper by scientists from NASA, 
in which they were describing the problem they had with the visualization of 
their datasets:

[A large data set] provides an interesting challenge for computer sys-
tems: data sets are generally quite large, taxing the capacities of 
main memory, local disk, and even remote disk. We call this the 
problem of big data. When data sets do not fit in main memory 
(in core), or when they do not fit even on local disk, the most 
common solution is to acquire more resources. [3]
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The term big data also appeared in a 2008 paper by Randal Bryant, Randy 
Katz, and Edward Lazowska that     made the following bold statement:

Big-data computing is perhaps the biggest innovation in computing 
in the last decade. We have only begun to see its potential to col-
lect, organize, and process data in all walks of life. [4]

There a number of definitions for big data:

“Big data is the derivation of value from traditional relational data-
base-driven business decision making, augmented with new sources 
of  unstructured data.” —Oracle Corporation [5]

“Big data is the term increasingly used to describe the process of 
applying serious computing power—the latest in machine learning 
and artificial intelligence—to seriously massive and often highly 
complex sets of information .” —Microsoft [6]

The National Institute of Standards and Technology (NIST) argues   that 
“Big data refers to digital data volume, velocity, and/or variety that exceed 
the storage capacity or analysis capability of current or conventional methods 
and systems” (in other words, the notion of “big” is relative to the current 
standard of computation) [7]. No matter how we slice it or describe it, big 
data is the latest craze in the Information Technology industry. It’s a term 
(or concept) that attempts to describe the voluminous amount of data avail-
able (most likely on the Internet) that can be used to mine for information. 
Most pundits in the industry define big data through the use of the Three Vs: 
the extremely large volume of    data, the wide-sweeping variety of types of data, 
and the various data sources and the velocity at which the data is appearing 
(or being created) and therefore must be processed. Others include a fourth 
dimension, veracity (or the quality of the data), and    still others attach value 
as an attribute (see Figure 5.3). No matter what definition we use to describe 
this phenomena, it is clear that we are being inundated with data, and choos-
ing the right data source can be crucial to a social media analytics strategy.
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“Big data is a broad term
for data sets so large or
complex that traditional
data processing applications
are inadequate.”

The 4 Vs of

Big Data

–Wikipedia[8]

Volume

Velocity

Variety

Veracity

Figure 5.3 The 4 Vs of big data.

Social Media as Big Data

The term social media can be   viewed as an umbrella term that can be used 
for several different venues where people connect with others directly on the 
Internet to communicate and exchange views and opinions or participate in 
any type of social commentary.

It is important to understand why people use these websites, as there is a 
variety of demographics represented on these sites. Some people use them 
for business purposes, to network, and to find new deals. Others use social 
networking sites for purely personal reasons and are totally oblivious to the 
fact that there is a business presence in the social networking environment.

NOTE

The content created by employees within a company while 
collaborating with each other in their enterprise social network 
is also considered social media. We cover this aspect of social 
media in Chapter 11.
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We started with the concept of data, and through an explanation of big 
data and unstructured data, we have described what social media data is. 
Before we get into the analysis aspects in future chapters, we want to explore 
why social media is such an important media to focus on.

Social media   has gained in acceptance over the past few years for a num-
ber of reasons. We can point to the growth of the Internet and the concept 
of information sharing and dissemination. Humans, by their very nature, are 
naturally social and want to share what they know. Add to that the incred-
ible growth of smart phones and mobile technologies such that we, as a soci-
ety, have truly reached an “always on” culture—and it’s no wonder we see a 
growth in social and community sites.

But what are people actually doing on these sites? Why do they bother?
In looking at a report by   Anita Whiting and David Williams [9], we can 

see a number of reasons that Internet users participate in social media, as 
covered in the following sections.

Social for Social’s Sake
While not in any particular order, the concept of participating on these 

sites can purely be for the social aspect    of meeting new acquaintances and 
staying in touch with older ones. In our opinion, this is the primary rea-
son for the rapid growth of sites like Facebook. The  ability to allow others 
to share in our daily lives and stay abreast of our every move has a certain 
appeal and perhaps gives us a sense of community. In the same vein, we tend 
to be curious by nature, and through the windows of social media, we are 
able to see into the lives of others, perhaps living vicariously through them or 
just building a bond as we stay “in” each other’s lives.

Social Media as Entertainment
Many people report that the use of social media is a way to unwind, 

to pass time, or just relax with others     via the electronic highways of the 
Internet. Given that many of these social sites not only provide for the shar-
ing of information in the form of pictures, short updates, and even longer 
blog-like postings, they also foster gaming, either with others in an immedi-
ate network or individuals. Through the use of games, many social media 
providers hope to keep participants coming back for more—and they obvi-
ously do. Many people simply look for relaxation or ways to alleviate stress 
and escape from reality, even if just for a little while.
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Social Media as Sharing
Apart from socializing with others, we also like to share what we know 

with others or seek the advice     of others when or if we have questions of our 
own. Not only that, but we do like to share our opinions and experiences 
with others in the hope of influencing them or perhaps steering them away 
from bad experiences. Social media can be a valuable tool, put in the hands 
of individuals, in a quest to spread praise or criticism of products or services.

In the case of blogging, millions of people are making their voices heard. 
The Internet has drastically changed how we, as individuals, can reach out 
to others. Never before has it been so easy to be able to reach a global audi-
ence with so little effort. Today, bloggers have the opportunity     of reaching 
hundreds or even thousands of people every day and spreading their stories, 
opinions, and values. For individuals, there is a benefit of building their per-
sonal brand.

Think of this as Consumer Reports for  individuals. From it own website, 
Consumer Reports defines itself like this:

Consumer Reports has empowered consumers with the knowledge 
they need to make better and more informed choices—and has bat-
tled in the public and private sectors for safer products and fair 
market practices. [10]

How do writers at Consumer Reports form their opinions? Through their 
own independent tests and evaluations, which then get reported to individu-
als. It’s not unlike posting a request for a local restaurant review on Facebook 
or Twitter and   then making an informed decision based on what others have 
to say.

Now, to be fair, this is where the V for veracity comes  in (and perhaps 
some pessimistic individuals). Obviously, there are those who will believe 
that since we can’t ensure an unbiased review, how do we know we can 
“trust” the opinions or thoughts espoused on social media sites? Well, the 
short answer is: we don’t. But if we see enough positive reviews versus nega-
tive reviews, we’re likely to be swayed (obviously one way or the other).

Where to Look for Big Data

The next question, then, is Where do we look for big data?
There are    large number of conversational sites on the Internet where even 

larger varieties of conversations are happening. Knowing where to look or 
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what conversations to watch for can be a daunting task. Conversations can 
(and do) happen everywhere. They obviously occur in social media sites, but 
conversations and opinions are often found in comments made to news sto-
ries, online retail stores, obituary sites—virtually everywhere on the Internet. 
It’s easy to get lost in the sea of sites when trying to collate all of this infor-
mation. Often, organizations merge enterprise data with social data, linking 
together employees and their social commentary or product schedules and 
announcements with public discussions around the products. This can only 
compound the issue of trying to find the “right” conversations to analyze. 
While we acknowledge this is being done and it makes “big data” even big-
ger, within the context of this book, we don’t address the additional issues of 
expanding the datasets’ size by augmenting with additional data. This brings 
us to the next question: Which data source is right for my project?

Paradox of Choice: Sifting Through Big Data

In his book The Paradox of Choice: Why More Is Less, American       psycholo-
gist Barry Schwartz purports that eliminating consumer choices can greatly 
reduce anxiety that many shoppers feel [11]. The idea that we have so many 
choices in life can actually cause us stress (stress over “Did I pick the right 
one?” or “Will this other option last longer?” and so on). According to The 
Paradox of Choice, when it comes to buying any kind of item, from a box of 
cereal to a new car, we have trouble making decisions. What’s interesting is 
the fact that too much choice is actually harmful to our well-being. When 
there are too many options, we suffer, believing our choice is flawed or that 
we could have made a better one in the long run.

This suffering is the paradox of choice, and it describes how we become 
less satisfied the more choices there are. We bring up this topic not to discuss 
our buying habits, but to point out a similar situation in choosing where to 
look for the social media data that we would like to analyze.

Consider the graph in Figure 5.4. Here, we graph the number of users 
reporting to be registered in some of the more popular social media sites 
available on the Internet. We’ve taken just a snapshot of the more popu-
lar sites; it would be nearly impossible to show them all—partially because 
social media sites come and go and some might not be identified as tradi-
tional “social media” sites, so we don’t know about them [12].
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Figure 5.4 Number of users participating in various social media sites.

The question, however, remains: Which sites should we gather data from 
for our analysis?

The leader of social media content is clearly Facebook, which boasts of 
over 1.5 billion registered users at the time we wrote this chapter [13]. So 
the question analysts have to ask themselves is: Can I use data from just 
Facebook and ignore the rest? The short answer is no. To obtain a well-
rounded opinion, we want to have as much relevant data as possible. So 
again, looking at the graph in Figure 5.4, we probably should focus on sites 
from Facebook to    Baidu Tieba (or maybe Tumblr). But why not all of them? 
Where do we (or should we) stop?

On one hand, when we hear about big data, we immediately think of 
sifting through tremendous amounts of data, distilling it down to its bare 
essence, revealing some golden nuggets of truth. In some cases, this may be 
true, but in practice, we have found that as the amount of data rises, so does 
the noise in the data. An electrical engineer refers to this as the signal-to-noise 
ratio—or    how much “relevant” information there is in a sample versus how 
much “noise,” or nonrelevant       information (see Figure 5.5).
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Large Volumes
of a

Variety of Data

Smaller Volume
of more

Specfic Data

Figure 5.5 Trade-off between large (nonscoped) and smaller (scoped) datasets.

As a case in point, consider one analysis we were involved in during our 
early days here. We were approached by one of our internal divisions and 
asked for an analysis of IBM’s BladeCenter product   against its competitors. 
We were asked to look at this from a number of different angles includ-
ing the sentiments toward/against IBM’s product, the sentiment around 
its competitors, the trends over time, the topics of conversation, and even 
where, within the social media space, the conversations about the product 
were occurring most.

For this analysis, we ingested as much “relevant” data as we could find 
into our analytics tool and began the analysis. In one instance, we discov-
ered one particular venue (social media site) where the discussions about 
BladeCenter were far outpacing the others (see Figure 5.6).
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Figure 5.6 Number of mentions for BladeCenter in social media.

The interesting thing about that site is that it was a gaming site where 
users discuss various ins and outs of gaming: running sites, playing games, 
deploying strategies, and so on. This led to the (false) conclusion that the 
BladeCenter product was used heavily as a gaming platform, so we continue 
to “drill” into the specifics from that site.

Well, as any good data scientist will tell you: Your results are only as good 
as your data.

As we looked closer, it became apparent that the discussion on that social 
media site was indeed about Blades, but it wasn’t a computer; it was a char-
acter in one particular game that was very popular. In other words, all of that 
conversation was completely irrelevant to our topic! In that particular case, 
we ensured that our data collection avoided gaming sites to make sure we 
had the correct data. Issues like these are usually picked up in the first few 
iterations of analysis, which is an essential part of the process. We highlight 
this point here for you as an issue to be aware of as you do a similar analysis 
on your own.

Of course, the obvious question is: What if there was substantial dis-
cussion on these gaming sites of the BladeCenter product? It would have 
meant a much more sophisticated data model that ensured any discussion of 
BladeCenter was in the context of computing (or perhaps cloud computing), 
but in this case, the easiest solution was to simply remove the data source.
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In another case, we were looking at what kinds of issues or topics were 
being talked about during the    SapphireNow conference (http://events.sap.
com/sapphirenow/en/home) a few years ago. We got some really interesting 
information, but at first we started to see several conversations surround-
ing mixed drinks (cocktails). A careful inspection revealed we were seeing 
discussions (and advertisements) for Bombay’s Sapphire Gin—completely 
unrelated to the IT conference we were interested in observing.

These examples illustrate what we mean by “scoping.” The concept of 
scoping a data collection simply means to set a boundary within which we 
want to collect data. In the case of SapphireNow, we wanted to scope the 
collection of an mentions of the word sapphire to computer- or software-
related issues rather than allow it to be wide open to anything.

Identifying Data in Social Media Outlets

When we talk about social media sites, we often have to be clear what 
type of data we would gather. It’s important to understand how people inter-
act on the site and how they exchange    information with one another. In this 
section, we primarily discuss the sites that are most relevant in the United 
States. There are too many social media sites and venues to dive into the 
demographics of all of them. But it is useful to understand where we can go 
to find information from a specific region or demographic. The following 
tables provide a glimpse of the social media outlets for China (see Table 5.4), 
Europe (see Table 5.5), and   India (see Table 5.6) [14].

Table 5.4 Social Media Outlets for China

Site Name User Population Type of Site

Qzone 712 million users Blogs/content sharing

Tencent Weibo 507 million users Microblogging

Sina Weibo 500 million users Microblogging

Pengyou 259 million users Social networking

51.com 200 million users Gaming

RenRen 172 million users Facebook-like site

Jiayuan 73 million users Dating site

http://events.sap.com/sapphirenow/en/home
http://events.sap.com/sapphirenow/en/home
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Table 5.5 Social Media Outlets for   Europe

Site Name User Population Type of Site

Viadeo 55 million users LinkedIn-like

Tuenti 14 million users Facebook-like

Grou.PS 12 million users Social networking

Bebo 11 million users (declining) Facebook-like

Lokalisten 200 thousand users Facebook-like

Hyves 100 thousand users Gaming

Table 5.6 Social Media Outlets for   India

Site Name User Population Type of Site

Bharastudent 44 million users Social networking

Ibibo 29 million users Facebook-like

Orkut 20 million users Facebook-like

Zedge 3 million users (declining) Site for mobile users

Shtyle 1.5 million users Social networking

Hyves 100 thousand users Gaming

Professional Networking Sites

Professional networking sites      are just that: social networking sites where 
business professionals can go to meet or find others with similar interests 
or just stay connected with business contacts, all with a goal of building 
up a professional network. They are rich in profiling information such as 
education level, job history, and current position within companies. These 
sites often allow the users to be “introduced to” and collaborate with other 
professionals in an effort to enhance or improve their professional stature. 
LinkedIn is the dominant professional social network. It has become the de 
facto system of record for online résumés for many professionals. Want to 
hear what business professionals are saying about a topic? Look to LinkedIn 
(or other professional networking sites).
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LinkedIn
User population: 332 million         users
Demographics [15]:

■ North America: 119 million
■ Europe: 78 million
■ Asia: 52 million
■ South America: 46 million
■ Africa: 15 million
■ Middle East: 11 million
■ Oceania: 8 million

LinkedIn is an online social network that was designed for business pro-
fessionals. Because of this distinction, it tends to be different from other 
social networking sites such as Facebook or RenRen. LinkedIn   users are 
looking to build or enhance their professional network. They are looking 
for or posting job opportunities, discovering sales leads, or connecting with 
potential business partners—rather than simply making friends or sharing 
content.

LinkedIn profiles are more like professional résumés with a focus on 
employment and education history. Like Facebook users, LinkedIn users are 
part of “invited networks” (in Facebook, users have “friends”; in LinkedIn, 
they are part of a network). Based on work history and education back-
ground (from a profile), LinkedIn can help identify others that (poten-
tially) have similar interests or backgrounds to invite into your network. On 
LinkedIn, the people who are part of your network are called your “connec-
tions.” A connection implies that you know the person well or that it is a 
trusted business.

Generally, user profiles   are fully visible to all LinkedIn members who have 
signed into the site; all of this is configurable within LinkedIn. Typically, 
contact information such as email, phone number, and physical address is 
visible only to first-degree connections and members (those you have in 
your network). Users can control the visibility of their posts and other recent 
activity by adjusting their visibility settings, and most allow their comments/
posts to be seen only within their networks.

Since LinkedIn does tend to be more professional networking, it’s not 
clear that sentiment would         be all that valuable. If users are on LinkedIn to 
potentially connect with future employers (or employers are looking for new 
employees), most of these users tend to be careful about what they say.
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Social Sites

Classifying a social media site as social seems a bit redundant, but in 
this instance, we’re referring to sites where people go to reconnect with old 
friends or meet new people with similar interests and hobbies. These sites 
enable users to create public profiles and form relationships with other users 
of the same website who access their profiles. These sites offer online discus-
sion forums, chat rooms, status updates, as well as content sharing (such as 
pictures or videos). The king of social sites has to be Facebook with over 1.5 
billion registered users [15]!

Facebook
User population: 1.5 billion registered        users
Demographics [16]:

■ 171 million users from the United States
■ 66 million users from India
■ 60 million users from Brazil
■ 54 million users from Indonesia
■ 41 million users from Mexico
■ 35 million users from Turkey
■ 34 million users from Phillipines

Facebook is the king of social media sites, claiming the largest number of
registered and active users of all such sites. At first blush, this would seem 
like a goldmine for gathering data for a social media analysis, but in actuality 
it’s not as useful, from a business perspective, as you would think.

Facebook is organized around a timeline, the   things users say or post, 
and their friends. When users post something, typically the only ones who 
can see the content are those in that user’s list of friends. That capability is 
wonderful for sharing information within a community of friends, but from 
the perspective of trying to look at public opinion or thoughts, these posts 
or timelines aren’t available to the general public. While it is possible to set 
user controls to make all content publicly accessible, this setting is not gener-
ally used because most users want to keep their comments and conversations 
private, or within their own circles.

One alternative to the more private profile is a fan page  . Businesses, orga-
nizations, celebrities, and political figures use fan pages to represent them-
selves to the public on Facebook. Unlike regular Facebook profiles and 
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content, fan pages are visible to everybody on the Internet, which makes for 
a useful set of information to collect and analyze.

Facebook groups enable communication among a group   of people to 
share common interests and express their opinions. Groups allow people to 
come together around a common topic to post and share content. When cre-
ating such a group, the owner can choose to make the group publicly avail-
able or private to members, but members must be Facebook users.

RenRen [17]
User population: 219 million users in 2014
Demographics: Predominantly Chinese
RenRen is         the leading (real-name) social networking Internet platform 

in China. RenRen, which means “everyone” in Chinese, enables users to 
connect and communicate with each other, share information, create user-
generated content, play online games, watch videos, and enjoy a wide range 
of other features and services. Most people refer to RenRen as the Chinese 
Facebook. Like Facebook, RenRen does not allow visitors or search engine 
spiders to view profile pages without being logged in (in other words, being a 
member). Of course, like Facebook, it does allow searching for public profile 
pages of brands and celebrities.

Information Sharing Sites

Most of the social media sites allowing sharing of status messages or con-
tent such as pictures or videos. Some, however, like Instagram, are almost 
solely focused on sharing (in this case, images). Other examples include sites 
like YouTube and Tumblr, and while they allow for commentary on the 
content posted, they are primarily content sharing.

YouTube
User population: 1 billion users
YouTube is a        website that was designed to enable the general public 

to share video content. Millions of users around the world have created 
accounts and uploaded videos that anyone can watch—anytime and virtually 
anywhere.

Many businesses today have come to realize that the use of YouTube 
videos can help to increase their brand exposure while creating a personal 
connection with their audience. More importantly, these short videos can be 
an effective way to deliver information that users may find useful—perhaps 
leading to an increased brand loyalty.
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What’s most important is the number of views that videos achieve from 
the YouTube site. Looking at the top 10 countries viewing videos [18], 
we see:

■ United States: 124 billion views
■ UK: 34 billion
■ India: 15 billion
■ Germany: 15 billion
■ Canada: 14 billion
■ France: 13 billion
■ South Korea: 12 billion
■ Russia: 11 billion
■ Japan: 11 billion
■ Brazil: 10 billion

Video files can be        very large and are often too big to send to someone else
by email. By posting a video on YouTube, users can share a video simply by 
sending the other person a URL link.

Microblogging Sites

Microblogs are     short postings or brief updates sent online. Think of them 
like text messaging. Unlike traditional blogs, microblogs are typically lim-
ited in the amount of text that can be posted (Twitter’s limit is 140 char-
acters). These updates often contain links to online resources, such as web 
pages, images, or videos, and more often than not, they refer to other users 
(called mentions). As is the case with most microblogging, when a message 
is posted, those updates are seen by all users who have chosen to “follow” 
the author who posted the message (submitter). In the case of Twitter, those 
posts are all public; you may not receive them if you don’t follow the sub-
mitter, but you can search for a keyword or topic and find someone who is 
talking about a specific subject (and then perhaps follow that person if he 
or she seems interesting). Microblogging should not be confused with text 
messaging (or texting) on mobile phones, which is private and not recorded 
anywhere. Texting is typically one-to-one (or in the hybrid case, group chats 
among a small number of people).
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Twitter
User population: 289 million        users
Demographics:

■ 180 million from the United States
■ 23 million from the UK
■ 16 million from Canada
■ 8 million from Australia
■ 6 million from Brazil
■ 4 million from India

Twitter is the prototypical microblogging site. Users tweet using short
bursts of messages out to the Twitterverse with the hope that their messages 
will be useful or interesting to others. Messages on Twitter, by definition, 
are limited to 140 characters, so they tend to be statements as opposed to 
conversations. There are threads of conversation where users reply to other 
tweets, but more often than not, we tend to see more retweeting of messages. 
This behavior can be viewed as an implicit agreement with the originator’s 
view.

One of the draws of Twitter is the instantaneous delivery (and reception) 
of messages and information. Many people tweet about current events that 
are underway, during sporting events or talks at trade shows, for example. 
All of these message can be immensely important when trying to understand 
conditions surrounding an event in real time. From a historical perspective, 
looking back at tweets (or sentiment) when an event occurred (understand-
ing the event in hindsight) can be particularly useful in trying to predict 
reactions to        future events.

Blogs/Wikis

A blog is         nothing more than an online personal journal or diary. It pro-
vides a platform for people to express themselves and their opinions. It is 
a place to share thoughts and passions. The Internet makes this informa-
tion dissemination that much easier. In earlier days, someone with a strong 
opinion would stand on a raised platform (typically a box meant for holding 
soap) in a public square and make an impromptu speech, often about poli-
tics, but it could be about anything. Hyde Park in London is know n for its 
Sunday soapbox orators, who have assembled at Speakers’ Corner since 1872 
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to    allow individuals to discuss any number of topics ranging from religion 
and politics to social themes. The modern form of this soapbox is a blog, 
which allows anyone, anywhere, to make a statement that can be heard by all 
(or ignored by many).

Blogs can range from personal experiences and observations to well-
crafted marketing messages put out, seemingly, by individuals on the behalf 
of corporations. Of course, this is true for any form of social media. And as 
with any media, being sure to determine who is conveying the opinions and 
message is important.

Summary

As we have seen in this chapter, data can come in a number of different 
forms and from a wide variety of sources. Given the unstructured nature of 
social media content and the large number of possible sources, each requir-
ing a unique analysis methodology, the complexity of this type of data can 
be overwhelming at times. The trick is to be able to understand what is 
being said in the unstructured content and to look for patterns (repetition 
of themes, sentiment, or perhaps customer satisfaction issues). We briefly 
touched on these concerns here but deal with them at length in Chapter 
7. Once it is understood, we can process this data as if it’s one large set
of structured data, using standard relational queries and well-known
techniques.
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Data analysis is     the critical set of activities that assist in transforming raw 
data into insights, which in turns leads to a new base of knowledge and busi-
ness value. A review of the current literature on social media analytics reveals 
a wide variety of use cases and types of analysis.

Many different types of analysis can be performed with social media data. 
In our own work, we have found it beneficial to categorize and classify these 
different types of analysis in a number of “buckets.” In this chapter, we pres-
ent our recommended taxonomy schema for social media analytics as well as 
the types of insights that could be derived from that analysis. This taxonomy    
is mainly based on four dimensions:

1. The depth of analysis (the complexity of the analysis)
2. The machine capacity (the computational needs of the analysis)
3. The domain of analysis (internal versus external social media)
4. The velocity of data (the rate at which data arrives for analysis)

This proposed taxonomy is then examined through the use of several 
sample metrics derived from a number of engagements we have worked on 
in the past [2].

83

The Right Tool for the 
Right Job

2014 will just be about the improved use of data to drive 
insight, action, and value in a huge number of ways. The 
last few years have been about putting the systems, technol-
ogy, and people in place. There will still be an ongoing war 
for data talent but the use of data across organizations will 
finally become more ‘business as usual’ in 2014.

—Ashley Friedlein, Econsultancy [1]

6
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The Four Dimensions of Analysis Taxonomy

A taxonomy is a valuable construct for the categorization and organiza-
tion of attributes used to describe similar entities. There have been many 
attempts to classify the type of analysis possible in the social networking 
analytics space [3] and, recently, an attempt to classify the types of data 
used [4]. In the case of social media analysis, various tools and techniques 
are used to aid analysts in drawing conclusions from these data sources. 
Understanding the type of analysis that is required is important when 
comparing tools or services that would be needed for any future analysis 
projects.

The taxonomy is mainly based on four dimensions:

■ Depth of analysis—Simple      descriptive statistics based on stream-
ing data, ad hoc analysis on accumulated data, or deep analysis per-
formed on accumulated data.

■ Machine capacity—The     amount of CPU needed to process datasets
in a reasonable time period. Capacity numbers need to address not
only the CPU needs but also the network capacity needed to retrieve
data.

■ Domain of analysis—The vast      amount of social media content avail-
able out there can be broadly classified into internal social media (all
of the social media content shared by company employees with each
other that typically stays inside a firewall) and external social media
(content that is outside a company’s firewall).

■ Velocity of data—Streaming      data or data at rest. Streaming data
such as Twitter that is being posted in real time about a conference
versus accumulated data from the past five minutes, past day, past
week, past month, or past year.

For each distinct type of analytics specified in the taxonomy, we describe
the type of analysis that can be performed and what types of techniques can 
be utilized for the analysis. In future chapters, we take some of these salient 
types of analytics and provide more complete treatment based on real-life 
examples.

Social Media Analytics84
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Depth of Analysis

The depth of analysis dimension is really driven by the amount of time 
available to come up with the results of a project. This can be considered as 
a broad continuum, where the analysis time ranges from a few hours at one 
end to several months at the other end. For the sake of simplicity, we can 
consider this as three broad categories: small, medium, and large.

In cases in which        the depth of analysis is small, we typically use a system 
called Simple Social Metrics (SSM). SSM allows us to look at a stream of 
data and come up with some simple and quick metrics that yield useful 
information. For example, if we are monitoring Twitter data on a given 
topic, say cloud computing, SSM will be able to answer the following ques-
tions at the end of the day:

How many people mentioned IBM in their tweets?
How many people mentioned the word Softlayer in their tweets?
How many times were the words IBM, Microsoft, and Amazon 
mentioned during the day?
Which author had the highest number of posts on cloud computing 
during the day?

In cases that could be classified as having a medium depth of analysis, 
we can take the example of projects in which we have to do ad hoc analysis. 
Consider, for instance, the case in which our marketing team has been col-
lecting information from social media channels, including Twitter, over the 
past three months. Now the team wants the analysts to answer the following 
questions:

Which IBM competitor is gathering the most mentions in the con-
text of social business?
What is the trend of positive sentiment of IBM over the past three 
months in the context of mentions of the term social business?

And, lastly, cases that could be considered as having a large depth of ana-
lysis are varied and are really project specific. For example, a group within 
IBM that is responsible for releasing new features for a specific product 
wants to do an in-depth analysis of social media chatter about its product 
continuously over a period of one year. This group may do a baseline      analy-
sis for three months, where it just collects social media data and counts the 
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number of mentions and assesses sentiment. Then, in response to a specific 
new feature release, the group wants to see how the same metrics change over 
a period of three or six months. The group also wants to understand how the 
sentiment is influenced by some other attributes in the marketplace such as 
overall economy or competitors’ product releases.

Machine Capacity

The machine capacity dimension considers the network and CPU capac-
ity of the machines that are either available or required for a given type of 
use case.

In subsequent     sections of this chapter, we discuss aspects of network use 
and CPU use in the context of the four main dimensions that we have con-
sidered in the taxonomy. Table 6.1 shows a summary view of Network and 
CPU requirements.

Table 6.1 Summary of Network and CPU Requirements

Category Network Use CPU Use

Real time High bandwidth High CPU

Near real time Moderate bandwidth Moderate CPU

Ad hoc exploration Low bandwidth Moderate CPU

Deep analysis Low bandwidth High CPU

Real-time analysis in social media is an important tool when trying to 
understand the public’s perception of a certain topic as it is unfolding to 
allow for reaction or an immediate change in course. The amount of data 
to be processed can be very large in such cases. During one of the debates 
between President Barack Obama and Mitt Romney during the 2012 pres-
idential election    , there were about 20,000 related tweets per second [1]. 
The need to collect, store, and analyze information at such velocities causes 
us to rate the bandwidth and the CPU requirements as high within our 
taxonomy.

In the case of near real-time analysis, we        assume that data is ingested into 
the tool at a rate that is less than real time. As a consequence, the band-
width requirement is less than that of a real-time component, and the CPU 
requirement also becomes less.
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An ad hoc analysis is a    process designed to answer a single specific ques-
tion. The product of ad hoc analysis is typically a report or data summary. 
An ad hoc analysis is typically used to analyze data at rest—that is, data that 
has previously been retrieved and ingested in a non-real-time manner. These 
types of systems are used to create a report or analysis that does not already 
exist, or drill deeper into a specific dataset to uncover details within the data. 
As a result, the CPU requirement can be moderate while the network band-
width requirement would be relatively low.

A deep analysis implies    an analysis that spans a long time and involves a 
large amount of data, which typically translates into a high CPU require-
ment.

Figure 6.1 presents a graphical view of the machine capacity requirements.
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Domain of Analysis

The domain of analysis is broadly classified into the following two catego-
ries:

■ External social media—In this        book, we have spent quite a bit of
time describing and focusing on external social media.
Most of the time when people use the term social media, they usu-
ally mean external social media. This includes content generated
on popular social media sites such as Twitter, Facebook, LinkedIn,
and so on (see the discussion on various social media venues in
Chapter 5).

■ Internal social media—For a        number of years now, many companies 
have been investing in enterprise social networks as a way to open
communication channels between employees.

An enterprise social network (ESN) is an  internal, private social network
used to assist communication within a business [5]. As the number of com-
panies investing in ESNs grows, employees are discovering more and more 
ways to conduct business in a more social and “open” way. According to an 
IDC Study in June 2013, about 79% of the  companies surveyed had enter-
prise social networks [6]. Internal social media, also known as enterprise 
social media, refers to the variety of contributions (blogs, forums, communi-
ties, and so on) made by company employees with each other utilizing ESNs 
as the platform for communication.

External Social Media

Let’s first focus on        the external social media domain. There are two broad 
analysis types based on whether the data is at rest or in motion. And, in each 
of these cases, we consider use cases for simple social metrics, ad hoc analysis, 
and deep analysis.

Data in Motion
Earlier we described the velocity of data, or the rate at which new data 

arrives. The term velocity implies         something in motion (such as the arrival 
of new entries in a data stream). Consider the buildup to a major sporting 
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event, say the finals of a World Cup Soccer match. Prior to the event, there 
may be a small amount of discussion leading up to the match, but as the day 
of the match approaches, the amount of conversation around the topic will 
grow, sometimes to a feverish pitch. This increased rate of arrival of motions 
is what we refer to as the velocity of the data, or its increased rate of motion.

Simple Social Metrics (SSM)
There are several use          cases in which we may want to understand what is 

happening in real time. For example, consider the host of a large conference 
or trade show that is attended by customers, press, and industry insiders. 
The success or failure of such an event can be critical to the hosting organi-
zation. During the conference, a dedicated team of customer service profes-
sionals may be able to watch a live Twitter feed to stay on the lookout for 
any tweets related to a customer service or dissatisfaction issue. In another 
case at this same conference, a technology consulting firm that specializes 
in fraud prevention in the financial industry may be looking for leads by 
looking at any tweets that mention the terms fraud, financial, bank, and so 
on. In this use case, the focus is on timely processing of information that is 
streaming through. In both of these examples, the need for real-time alerts or 
analysis is required to complete these tasks.

In thinking about the machine capacity and the real-time nature of the 
data, the network bandwidth and the CPU capacity required for this type 
of analysis can be quite high. By network capacity, we are referring to how 
fast of a network connection is required to keep up with the data rates from 
a high-velocity feed. For example, a typical T1 network connection (about 
187,500 characters per second) would be consumed (fully used) if the veloc-
ity of a Twitter feed exceeded approximately 1,340 tweets per second.

CPU bandwidth, on the other hand, is the amount of compute time 
needed to perform the text analytics on the tweets received from a feed. If 
the CPU can’t “keep up” with the arrival rate of the data, the ability to ana-
lyze tweets in real time suffers as the data “queues” up waiting for CPU to 
free up for the next analysis.

If, instead of real time, we are allowed to have a delay of one to five 
minutes (near real time), the network and CPU requirements become more 
moderate. The reason is that we are allowed to process the tweets we’ve 
already received in whatever time we have available.
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Ad Hoc Analysis and Deep Analysis
Because of the                    short amount of time available for processing, deep analy-

sis or ad hoc analysis usually is not possible in such cases. In our taxonomy, 
we use the term ad hoc analysis to describe an analysis that is produced one 
time to answer a single specific business question. This type of analysis refers 
to dealing with situations as they occur rather than ones that are repeated on 
a regular basis. The assumption is that there is a data store or collection of 
raw data that these queries or analysis can “run over.”

Data at Rest
Data at rest refers to use cases in which data has already been accumu-

lated. This can include data from the past day, week, month, or year. This 
also includes custom windows of time—for example, social media data 
around a “water day” event in South Africa several months back for a dura-
tion of one month.

Simple Social Metrics (SSM)
SSM analysis is         characterized by simple metrics, computations, and ana-

lytics. The focus is on generating some quick results. Following are some 
sample use cases with the SSM type of analysis:

■ Duration of analysis—1 day
During       the IBM Insight 2014 conference in Las Vegas, at the end of
the day, we wanted to identify the top hashtags, top mentions, and
top authors in discussions around the topics cloud, analytics, mobile,
social, and security.

■ Machine capacity—The     network bandwidth and the CPU capacity
required for this type of analysis are low.

Ad Hoc Analysis

■ Duration of analysis—1 month
During            the first month after the release of a new version of an IBM
Software product, we wanted to understand the trend of “volume of
conversations.”
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■ Duration of analysis—3 months
For a given      IBM Software product, during any continuous time
period, we may want to understand the “volume of conversations”
around IBM. This analysis is often called the “share of voice” in a
conversation, or how much of the conversation includes mentions of,
say, IBM, and how much contains mentions of its competitors.

■ Machine capacity—The     network bandwidth required is quite low,
but the CPU capacity is typically low to moderate, depending on the
amount of total data that we will be processing.

Deep Analysis
A deep analysis is a        full-fledged social media research project typically 

spanning a period of weeks to months. The amount of data processed in 
each iteration of the analysis could be relatively small or large, but the dura-
tion of the study is usually large. This type of analysis is characterized by an 
approach that starts with raw data and some limited goals. But as the analysis 
progresses through the various iterations, the team progressively becomes 
aware of the hidden insights, and the solution focus areas get narrower and 
narrower. We described one example from our experience here.

In this case, we collected data from a conference and analyzed it in an 
attempt to identify dominant themes. Once the themes and topics were 
identified, using tools that support sophisticated statistical capabilities, we 
established correlations between various topic pairs. The resultant table is 
shown in Figure 6.2. The data has been modified for illustrative purposes so 
that no “real” conclusions can be drawn about the named entities here.
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Affinity Matrix

Class Name

Analytics

Big Data

Cloud

Database

Mobility

Other

Totals

Red = High Affinity Orange = Med Affinity Yellow = Low Affinity Dark Red = No Affinity

Class Size

1114

403

2602

436

726

2597

7878

Product 1

0

0

2

30

0

3

35

Product 2

489

236

1160

275

2

10

2172

Competitor 1

21

0

1

2

1

1

26

Competitor 2

0

1

17

1

4

23

46

Figure 6.2 Relationship matrix (results of deep analytic analysis).

In many     cases, a deeper analysis of a set of data involves combining sev-
eral specific terms under a single umbrella, or concept. For example, when 
mining unstructured data for words such as computer, computing, computer 
networking, or cloud, we could group them together to form a single con-
cept called “Information Technology.” The increased CPU intensity attri-
bute for the deep analysis comes from this extra pattern matching and text 
analytics code. In the case of the relationship matrix (see Figure 6.2), all of 
the concepts are compared to compute an affinity matrix between concepts 
in an attempt to determine if there is a low affinity (relationship) between 
concepts or a high affinity. Since it is quite possible that new terms or words 
could be uncovered during the analysis that would be relevant to a particular 
concept, the data models would need to be modified and rerun. This, in 
turn, also drives the high CPU utilization (in hindsight, this could also point 
to another extension of the taxonomy: time to deliver results). Table 6.2 
contains a summary of different types of use cases involving External Social 
Media.
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Table 6.2 Summary of Use Case Involving External Social Media

Domain Velocity of 
Data

Type of 
Analysis

Examples

External 
social media

Data in motion: 
real time

Simple social 
metrics

Watching tweets in real 
time for customer support 
issues

External 
social media

Data in motion: 
real time

Ad hoc analysis Not applicable

External 
social media

Data in motion: 
real time

Deep analysis Not applicable

External 
social media

Data in motion: 
near real time

Simple social 
metrics

Number of mentions of 
the word fraud in the 
tweets associated with a 
conference

External 
social media

Data in motion: 
near real time

Ad hoc analysis Ranking of positive men-
tions of Barack Obama 
versus Mitt Romney at 
the end of the 2012 presi-
dential debates

External 
social media

Data in motion: 
real time or near 
real time

Deep analysis Not applicable

External 
social media

Data at rest Simple social 
metrics

Tracking of top hashtags, 
top mentions, and top 
authors, and so on during 
a live event (like a confer-
ence)

External 
social media

Data at rest Ad hoc analysis Share of voice, competi-
tive analysis

External 
social media

Data at rest Deep analysis Multiple        iterations of 
analysis are conducted 
with more and more 
refinements of the model 
and goals as more insights 
are generated progres-
sively

Internal Social Media

Let’s now focus on the internal social media domain. IBM uses its own 
product, called IBM Connections, as its enterprise social network platform 
to facilitate collaboration among all the employees inside the firewall. Even 
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in this domain, there are two broad analysis types based on whether the data 
is at rest or in motion. And, in each of these cases, we consider use cases for 
simple social metrics, ad hoc analysis, and deep analysis.

Data in Motion
With more          than 500,000 profiles enabled on the IBM Connections plat-

form , there tends to be quite a bit of activity occurring throughout the day. 
Activity ranges from the simple posting of a status message to notifications 
of new product announcements, recognition of employees, and just general 
awareness of things happening inside of IBM.

To watch for potential employee dissatisfactions, we have implemented 
a simple application that analyzes content in this platform and can capture 
and highlight any IT support issues that could arise with a new release of 
an internal computing application. For example, if a new version of Lotus 
Notes is rolled out to a broad section of the employees, the IT support team 
can configure this application to watch for positive or negative sentiment 
words being mentioned together with the name of the product.

■ Machine capacity—Given     the real-time nature of the data and the
network bandwidth needed to keep up with incoming data, the CPU
capacity required for this type of analysis is quite high. If, however,
instead of real time, we introduce a delay, say one to five minutes, we
can significantly reduce the network and CPU requirements because
our computing infrastructure doesn’t need to process in real time.
This is what we would call “near real time.”

Simple Social Metrics (SSM)
Similar to the          Simple Social Metrics discussed previously, IBM’s research 

team in Haifa has created a simple pie chart that shows a breakdown of the 
sentiment of all the content streaming through IBM Connections  into posi-
tive, neutral, and negative sentiments. As of this writing, 38% percent of the 
posts are positive, 60% are neutral, and 2% are negative. These kinds of 
metrics allow us to understand the general feeling within IBM; this analysis 
doesn’t need to be on a real-time basis, since the change in mood of a large 
workforce changes over time, not instantaneously.

This Social Network Analysis application also continuously updates 
trending topics and trending words in real time because they can be predic-
tors of things to come.
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■ Machine capacity—The     network and CPU requirements are moder-
ate in this case.

Ad Hoc Analysis
The IBM Research team            has built an application that continuously 

monitors and analyzes all of the content that is streaming through IBM’s 
enterprise social network: IBM Connections. This social network analysis 
application has an interface that enables users to specify any topic, and the 
application will show these users an interactive view of all the conversations 
(including counts) relevant to that topic over the past 30 days (see Figure 
6.3). This can be a very handy tool to gauge how well a certain topic has 
been resonating with the employees in the past month or so.

Figure 6.3 Volume of conversations over time.

Deep Analysis
Because of the        short amount of time available for processing in these types 

of projects, deep analysis is usually not possible.

Data at Rest
Data at rest refers to use cases in which data has already been accumu-

lated. This can include data from the past day, week, month, or year. This 
also includes custom windows of time—for example, social media data 
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around a “water day” event in South Africa several months back, for a dura-
tion of one month.

Simple Social Metrics (SSM)
IBM conducts         online courses on key topics for very large audiences 

every month. The industry refers to these as massive open online courses 
(MOOCs). These courses are accessible to all employees. A new course is 
launched on the first Friday of each month. During the course of this day, 
we collect comments from all IBMers about this topic and about this specific 
course in the IBM Connections platform. At the end of the day, we compute 
some simple social metrics and come up with the following: top 10 hashtags, 
top 10 mentions, top 10 authors, and overall sentiment.

■ Machine capacity—The     network bandwidth and the CPU capacity
required for this type of analysis are low.

Ad Hoc Analysis

■ Duration of analysis—1 month
During the      first month after the release of a new MOOC, we per-
form an analysis of all posts made by IBMers in IBM Connections
and come up with some reports. For a course on cloud computing,
we produced the following:

■ Volume of conversations over time
■ Volume of conversations by geography of the author
■  Percentage of posts about cloud computing, in comparison to

other similar words
■ Percentage of positive, neutral, and negative comments
■ Percentage of discussion by business unit and role

■ Machine capacity—The     network bandwidth required is quite low,
but the CPU capacity is typically low to moderate, depending on the
amount of total data that we will be processing.

Deep Analysis
There are a        variety of possibilities for use cases in the deep analysis 

category.
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Since IBM has implemented an enterprise social network to facilitate 
communication and collaboration with and among employees, the next logi-
cal question becomes: What new insights can we derive through an analysis 
of the conversations? A few possible analytics projects have been proposed, 
but to date, we haven’t implemented them due to time constraints. We 
thought it might be of interest to see what kinds of projects would be pos-
sible given this rich source of data:

■ What is the correlation between the level of social activity and the
likelihood of increased innovation?

■ What is the correlation between the level of social activity and the
likelihood of getting selected for a customer advocate role?

We cover        the details of this use case in a subsequent chapter. Some of the
high-level steps in implementing an internal social analytics practice include:

1. Establish an enterprise social network inside the corporate firewall.
If the intent is to use an external platform, take care to ensure
employees understand the risks of inadvertently releasing sensitive
information to the public. But if an external platform is chosen,
keeping a record of employee identifiers in that platform is critical
to enable the retrieval of their information and ensure the analysis
contains information from just the employees and not those outside
the company.

2. Ensure a widespread adoption of the capabilities by employees.
3. Establish a metrics program that measures people’s participation in

social activities.
4. Map these activities to behaviors and identify key performance indi-

cators (KPIs).
5. Establish algorithms to compute the scores for each key perfor-

mance indicator.
6. Establish a baseline.
7. Establish a metric for measuring innovation—for example, the

number of patents.
8. Establish a metric for the customer advocate role—for example,

names of people who got selected for a customer advocate role.
9. Establish a window of time for the study and analysis.

 10. Measure the change in KPI values during the window of time.
 11. Apply regression analysis and draw conclusions.



ptg16373464

Social Media Analytics98

■ Machine capacity—The     network bandwidth required is usually
low, but the CPU capacity required for this type of analysis is
usually high.

Table 6.3 shows use cases for internal social media.

Table 6.3 Summary of Use Cases for Internal Social Media

Domain of 
Analysis

Velocity of Data Depth of Analysis Examples

Internal 
social media

Data in motion: 
real time

Simple social 
metrics

Watching posts in real 
time for IT support 
issues 

Internal 
social media

Data in motion: 
real time

Ad hoc analysis Not applicable

Internal 
social media

Data in motion: 
real time

Deep analysis Not applicable

Internal 
social media

Data in motion: 
near real time

Simple social 
metrics

Continuous tracking 
of sentiment (one-
minute delay) at any 
time during the day

Internal 
social media

Data in motion: 
near real time

Ad hoc analysis

Internal 
social media

Data in motion: 
real time or near 
real time

Deep analysis Not applicable

Internal 
social media

Data at rest Simple social 
metrics

Tracking of top 
hashtags, top men-
tions, top authors, and 
so on during a live 
event (like a confer-
ence)

Internal 
social media

Data at rest Ad hoc analysis Share of voice, com-
petitive analysis

Internal 
social media

Data at rest Deep analysis Multiple iterations of 
analysis are conducted 
with more and more 
refinements of the 
model and goals as 
more insights are gen-
erated progressively
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Velocity of Data

We briefly discussed time as an attribute of data in Chapter 1. We broadly 
divided this into two categories: data at rest and data in motion. In the fol-
lowing sections, we look at the dimension of time from the perspective of 
analysis. The dimension of velocity of data also can be divided into two 
parts: data in motion and data at rest.

Data in Motion

As an example      of data in motion, during a US Open tennis match between 
two players, we might want to understand how the sentiment of the general 
population is changing about the two players during the course of match. 
Is the crowd conveying positive sentiment about the player who is actually 
losing the game? In such cases, the analysis is done as the data arrives. Our 
assumption, as shown in Figure 6.4, is that for a constant time interval, the 
amount of detail produced increases as the complexity of the analytical tool 
or system increases.
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Real TimeNear
Real Time

Ad Hoc

Data at rest Data in motion

Deep
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Figure 6.4 Amount of detail provided by system type.
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Data at Rest

A second type of      analysis in the context of velocity is what we call “analy-
sis of data at rest.” For example, we can collect social media conversations 
around IBM products and services before, during, and after a specific event 
to understand the public’s opinion. Once the data is fully collected, we can 
then perform analysis on this data to provide different types of insights; 
some examples follow:

■ Which of your company’s products has the most mentions as com-
pared to others?

■ What is the relative sentiment around your products as compared to
a competitor’s product?

■ Is there a strong correlation between the marketing of a product or
service and the number of positive comments about the brand itself?

In these two cases (data at rest and data in motion), there are trade-offs
that we need to consider time and the cost-to-deliver those results.

For example, if the results of such an analysis are needed in real time or 
near real time, the amount of time available for processing is, of course, lim-
ited and that will have an influence on how deep we can go with the analysis. 
We have observed that valuable insights can be derived quickly by providing 
some lightweight analytics in these real-time use cases. Simple metrics such 
as popular hash tags, most prolific authors, top mentions, and so on can pro-
vide some revealing insights without a large investment in computing (and 
analysts’) time. This usually translates into lower infrastructure costs because 
we are processing relatively small amounts of data in a small chunk of time.

When we are performing analysis of data at rest, the amount of data avail-
able for analysis (the volume) has a strong bearing on the time needed for 
the analysis to complete and hence the costs of that analysis. The amount 
of data could range from the one day to several weeks, months, or years. In 
such cases, we are usually interested in topics in aggregate, such as “How has 
the sentiment about a company’s brand changed over the given time period 
as compared to its competitors?” rather than a very specific topic or question.

The business benefits gained from a social analytics project aren’t always 
directly proportional to the cost. We have observed that, even though a light-
weight analytics solution may cost much less than a deep analytics solution, 
the business benefit is still highly dependent on the specifics of the project 
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that we are working on. For example, if a company is monitoring social 
media for any negative press about itself, its products, or its executives, and 
it detects a sudden surge in negative sentiment, the public relations depart-
ment can be prepared with an appropriate response in a very short time. As 
any g ood public      relations staff will tell you: “Forewarned is forearmed.”

Summary

Data analysis is the phase that takes filtered data as input and transforms 
that into information of value to the analyst. In this chapter, we presented 
a taxonomy of the various analytical situations we can run into and also 
discussed in general some of the analysis techniques that can be used in each 
situation. In subsequent chapters, we pick some specific situations and pro-
vide a fuller treatment of the analysis phase.
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Discovering  themes and patterns from social media content can be a very 
exciting endeavor. This is the part of analysis where the detective in the ana-
lyst really comes out. This chapter focuses on the common goals of a major-
ity of social data analysis projects. These goals fall into two broad categories: 
validation of hypothesis and discovery of themes. In the first category, the 
researcher already has a hypothesis (a prediction of what the likely outcome 
will be) in     mind that he or she wants to validate. In the second major cate-
gory, discovering themes or topics or trends, there is no preconceived notion 
of what the researcher is likely to find. The          analyst begins the analysis with 
an open mind and attempts to discover what the data is implying either in 
terms of definitive insights or answers to specific questions, or in terms of the 
trends being implied by the underlying data. Here, we discuss the analysis 
steps that are typically taken to satisfy these goals in the context of some spe-
cific project examples.

Many social media analysis projects require an iterative approach. We 
have made reference to this approach throughout this book, and we refer 
to it in this chapter also. Toward the end of this chapter, we have included 
a discussion of iterative methods and how we recommend applying this 
method for social media analysis projects.

103

Reading Tea Leaves: 
Discovering Themes, 
Topics, or Trends

In wisdom gathered over time I have found that every 
experience is a form of exploration.

—Ansel Adams [1]

7
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Validating the Hypothesis

Many social media analytics projects start with some preconceived idea 
of the results or insights they are expecting to find. With that as a starting 
point, the analyst identifies the appropriate datasets and performs analysis 
iteratively to arrive at the conclusion. At the end, the results might either 
confirm the hypothesis or reject it. It is possible that an analysis may end up 
with inconclusive evidence, so the analyst may have to refine the approach 
and try again. In the following sections, we look at a few examples and 
describe the process end-to-end to highlight the specific steps that need to 
be taken.

We discuss three specific examples:

■ Youth unemployment—In this       example, we describe a project that
we executed for a marketing team in Europe. The subject was youth
unemployment in Europe. The hypothesis was that we would be able
to find evidence in social media to support the conclusions being
reported by official government reports.

■ Cannes Lions 2013—In this      example, we describe a project that we
executed for a marketing team in the United States. The hypothesis
was that a very popular movie in general media would win an award
in this competition.

■ 56th Grammy Awards—In this       example, we describe a project that
the social media analytics team executed as an experiment to test the
hypothesis that social media chatter could give very effective clues
about who would ultimately win an award.

Youth Unemployment

A marketing team in       Europe contracted our IBM social media analytics 
team to see if social media analysis could be used to confirm or deny youth 
unemployment in Europe. At the time of this project, the topic of youth 
unemployment in Europe was dominating the news media. The IBM mar-
keting team was interested in exploring the benefits of IBM’s social media 
analysis tools and techniques in an effort to see what could be uncovered 
in this space. The theory was that if our team could identify some insights 
by just using data that is freely available (social media content), it could be 
used in a case study discussing product or service opportunities with some 

Social Media Analytics104
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of our government clients in Europe. The hypothesis was that there would 
be a sufficient amount of chatter across the social media sites to corroborate 
the reports that were being generated by the official channels in the countries 
being severely affected by this problem. As we have discussed before, these 
projects required an iterative analysis. Based on this concept, our approach 
for this project included the following steps:

1. Identify the relevant data sources.
2. Develop or modify a set of keywords to bring in the most appropri-

ate data from these sources.
3. Develop or modify a model to classify and categorize the

information.
4. Evaluate the results.
5. If the results are satisfactory, the project concludes. If not, we go

back to step 2 and iterate.

Data Identification and Data Analysis
Given that this project focused on the views of Europeans, we needed to 

look at all of the social media         content originating in those countries. With 
location as the first filter, we needed to identify content that matched a 
known set of keywords that would indicate discussion around the term youth 
unemployment. We utilized the service of a data aggregator called Boardreader 
to  search and discover social media content matching our keywords. We 
started with an initial set of keywords based on input from the marketing 
team and the judgment and experience of our lead  analyst, Mila Gessner [2].

From a data identification perspective, we came up with a list of coun-
tries that we needed to focus on: Spain, Italy, Ireland, France, Portugal, and 
Slovakia. We configured the data identification tool to select content from 
these countries.

We then needed to come up with an initial set of keywords that we were 
going to use to pull in content from the social media universe: youth, unem-
ployment. We configured the analysis tool to focus on search keywords like 
youth, young, and teen. We used regular expressions to ensure all variations of 
these terms were captured and included in our data model. In Chapter 2, we 
discussed the method of using regular expressions to “cleanse” the data, or to 
limit that data that we collected for further analysis. We demonstrate a few 
more examples of regular  expressions here. See Table 7.1.
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Table 7.1 Keyword Model

Search Term with Regular Expressions Explanation of the Syntax 
Youth This would capture all content that has 

the word youth anywhere in the post, 
comment, or article.

worker.{0,1} This would capture the word worker by 
itself or worker with up to one additional 
letter, which would include words such 
as workers.

(young|younger|youngest) 
.{0,80} worker.{0,1}

This would capture content that included 
references to the words young or younger 
or youngest in close proximity (80 char-
acters) with another word; in this case, 
worker.

The tool also allows the analyst to specify related context keywords, 
ensuring that only content          relevant to the project is included. For example, 
in our initial model, we used context keywords such as unemployment and 
unemployed. This ensured that we captured all conversations that referenced 
young people but within the context of talking about topics of “unem-
ployed” or “unemployment.”

We took the results of this phase forward and conducted our analysis. 
For the sake of discussion, let’s call this iteration 1. We quickly learned that 
we were missing much of the relevant content because our search keywords 
were too limiting. For example, we learned that we needed to add the word 
graduates to our mix (implications of being young). We also learned that we 
needed to add a few additional context keywords like jobless and out of work.

During this phase, we also learned that quite a bit of irrelevant content 
was being captured in the model. The analysis tools allowed us to exclude 
that irrelevant content by using “exclude” keywords, or keywords that, when 
found, cause the content to be ignored. As a result, in the next iteration, we 
used exclude keywords such as movie, cricket, and world war to eliminate 
content that perhaps matched our keywords and context words but was not 
relevant for our analysis.

We hope this discussion gives you an indication of how a typical analysis 
phase, with multiple iterations, is executed on projects. Rarely does a first 
attempt work without any changes to the model or collection.

Here, we have          reproduced the final model at the conclusion of this 
project.
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Countries of interest:

EU, Spain, Italy, Ireland, France, Portugal, Slovakia

Keywords:

youth

grads

graduates

(young|younger|youngest) .{0,80} worker.{0,1}

worker.{0,1} .{0,80} (young|younger|youngest)

(young|younger|youngest) .{0,80} (adult|adults)

(adult|adults) .{0,80} (young|younger)

youngsters

(young|younger|youngest) (worker|generation|people|folks|individual

s|citizens|adult|adults).{0,1}

(young|younger|youngest) .{0,80} generation.{0,1}

generation.{0,1} .{0,80} (young|younger|youngest)

(young|younger|youngest) .{0,80} people.{0,1}

people.{0,1} .{0,80} (young|younger|youngest)

(young|younger|youngest) .{0,80} folks

folks .{0,80} (young|younger|youngest)

(young|younger|youngest) .{0,80} individuals

individuals .{0,80} (young|younger|youngest)

(young|younger|youngest) .{0,80} citizens
citizens .{0,80} (young|younger|youngest)

Context terms for keywords         :

unemployment

unemployed

jobless

joblessness

not employed

(looking|searching) for work

(looking|searching) for job.{0,1}

no job.{0,1}

no employment

without employment

without job.{0,1}

unwaged

out-of-work
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out of work

between jobs

(looking|searching) for .{10} work

(looking|searching) for .{10} job.{0,1}
without work

Exclude keywords:

Cypriot

prophet

World War.{0,3}

Stalin

Holy Roman Empire

mortgage.{0,1}

obesity

gay.{0,5}marriage.{0,1}

football

Pistorius.{0,2}

soccer

horse.{0,5}

.{0,1}baseball.{0,3}

fashion.{0,20}week

topless

Vatican

marathon.{0,2}

league.{0,1}

Pope

film

drone strike.{0,1}

drone.{0,1}

movie

cartoon

{0,1}World.{0,1}Cup.{0,1}

mandela
Cricket.{0,1}

Once          the model is ready, then we need to look at the results to see if they 
are ready for interpretation. One common issue that we run into in projects 
like this is called “duplicates.” A particular piece of content may be refer-
enced in different social media venues by different sets of people. We typi-
cally have to weed out these duplicates to ensure clean analysis.
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Based on the amount of content we were obtaining from our aggregator, 
we decided to limit the analysis to a duration of three months (January to 
March 2013). At the end of this phase, we identified a number of qualified 
mentions about youth unemployment from a number of European coun-
tries. These mentions were then ranked by the countries that showed evi-
dence of high incidence of youth unemployment. We then compared this 
data with official unemployment data published in Europe by the Heritage 
Foundation.

The results are shown in Figur e 7.1.
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Analysis of Youth Unemployment Rates and Social Media mentions for top countries  

Figure 7.1 Analysis of youth unemployment rates.

Results
From this analysis, we       were able to conclude that indeed there was a 

strong correlation between countries with high levels of youth unemploy-
ment and the chatter related to youth unemployment in social media 
venues.

This use case is an example of validating a predetermined hypothesis. In 
this particular case, we were able to confirm the hypothesis.

So what’s the big deal?
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That’s a good question. Just because we’ve shown a relationship exists 
between the social media postings of unemployed youth and the real unem-
ployment number doesn’t really answer any questions for us (or quite hon-
estly, provide any business value on its own).

The important thing is that we have shown we have a working model that 
would contain social comments made by individuals who are unemployed. 
So if we want to target them in marketing campaigns, blogs, or social media, 
we can use this model to understand the issues concerning them, such as 
education, health care, cost of living, and so on.

This is the point where there is a close tie between social media analytics 
and marketing. Let’s assume that a company that provides higher educa-
tion services is looking at this data during some of its decision-making pro-
cesses. If that company is trying to get members of this segment to consider 
educational classes or additional education, it launches a marketing cam-
paign. Using the concepts in this model, it could perform a before-and-after 
analysis to understand if its marketing message made any inroads into the 
community. It could also determine if its message is having a positive (or 
negative) effect on its intended audience. The point is that the company now 
has a tool to measure the pulse or general feeling of a particular       segment. As 
we said before: knowledge is power.

Cannes Lions 2013

The IBM Social Analytics      team was again contacted by the IBM 
Marketing team to do some social media analysis around the Cannes Lions 
2013 event. This is an event that honors and celebrates creativity in media. 
During this time, an IBM movie called A Boy and His Atom was  creating 
quite a stir in the media. We were approached to see if we could determine 
how popular this movie was when compared to other campaigns that were 
receiving a similar buzz at the festival.

Since this was a real-time event, we built a model analyzing Twitter data 
that was being generated during the event. We first noticed that A Boy and 
His Atom was receiving mentions (27 to be precise) in the context of IBM 
(342 total mentions). To us, this meant that the movie was clearly being 
noticed and being talked about in the context of technology companies (in 
this case, IBM). See Figure 7.2.

Next, we compared the mentions of this movie as compared to others in 
the same category, and we realized that it was nowhere in the top (see Figure 
7.3).
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Figure 7.2 What is driving IBM’s share of voice?

Figure 7.3 Cannes campaign advertisements.
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So, the conclusion at this point was that our hypothesis was rejected. 
There was clearly a lot of external media buzz about this particular movie, 
but other movies in the category had many more mentions within social 
media channels.

We’ve seen      this scenario time and time again: a topic is discovered in an 
analysis, and we assume that it is relevant based on the frequency of use. But 
what always has to be considered is the context in which that topic is dis-
cussed. So naturally, when users of social media were referencing the movie 
A Boy and His Atom, they probably  posted something like this:

Check out IBM’s “A boy and his atom”—a great piece of work.

So the movie was discussed in the context of IBM (in other words, when 
we looked for mentions of the word IBM, we also found discussion about 
this movie). This is logical and makes perfect sense. But what that means is 
that in the context of movies, it gained far less traction (and perhaps appeal).

56th Grammy Awards

In 2013, we challenged our social media analytics team to see if they 
could use the tools available to predict the winners in Grammy awards based 
on chatter in social media.

Hypothesis: There       is a correlation between the number of mentions (and 
positive sentiment) in social media about an artist and the fact that he or she 
won.

Table 7.2 shows some sample categories and the nominations in those 
categories.

Table 7.2 Nominees by Category

Number Category Nominee

1 Record of the year Get Lucky

2 Record of the year Radioactive

3 Record of the year Royals

4 Record of the year Locked Out of Heaven

5 Record of the year Blurred Lines

6 Album of the year Random Access Memories

7 Album of the year The Blessed Unrest

8 Album of the year Good Kid, M.A.A.D City

9 Album of the year The Heist
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10 Album of the year Red

11 Song of the year Royals

12 Song of the year Just Give Me a Reason

13 Song of the year Locked Out of Heaven

14 Song of the year Roar

15 Song of the year Same Love

We analyzed content in social media and public media up to one month 
prior to the day of awards. About 81 categories were identified. There were 
an average of 5 nominations in each category.

We captured       mentions about each category and each person nominated. 
We then tabulated the winners that were determined purely by number of 
mentions in social media. We compared this list with the eventual winners. 
We observed that in 62 out of the 81 categories (77%), the eventual winner 
was in the top three list based on social media mentions. We concluded that 
in a majority of cases, the winners identified by social media analysis prior to 
the actual announcement were in the top three of the actual winners.

So, what is the business value of this experiment?
The first important lesson our analysts learned from this experiment was 

that social media mentions are quite powerful. Even when they had no idea 
of the real process that was utilized to select the winners, they were able to 
obtain a prediction about who the winners might be (in a majority of the 
cases) by listening to public opinion. From a business perspective, social 
media analytics becomes a tool that can be leveraged for some quick analysis 
using publicly available data before spending large amounts of money in 
focus groups or other formal information-gathering mechanisms. Consider 
that a company with many established products in the marketplace could 
perform a quick market reaction analysis of its products without spending 
much money before deciding on further formal research that may be needed. 
Thus, perhaps it could make an educated guess before proceeding.

Discovering Themes and Topics

So far, we have discussed some actual use cases that satisfy the goal of vali-
dating hypotheses. Here, we look at a use case in which we do not start with 
a predetermined hypothesis, but we keep an open mind and try to discover 
and understand what the data is telling us. In these types of cases, the project 
team is usually not sure of what to expect. Team members          are truly open to 
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discovering new information from the analysis. The content utilized in this 
project cannot be considered as social media content; however, the content is 
unstructured text and the techniques used and conclusions drawn are equally 
applicable to text captured via social media.

One of the divisions in IBM had initiated an award for the best-managed 
project in that division. A number of project managers submitted their proj-
ects for consideration of this award. A panel of judges evaluated the applica-
tions and designated one project as the best project of the year.

As part of this process, the project management profession leaders of that 
division wanted to analyze the project submissions to discover attributes of 
top projects based on the information submitted. What made one project 
stand out against others? What were the common attributes of projects that 
were perceived to be better than others?

As input to our analysis, we started with the content that was submitted 
by each of the 100 projects. The format of the input file contained the fol-
lowing fields:

Name of Project:
Email Address of the Project Manager:
Name of the Manager:
Business Value: Free-form text

Business Value of Projects

To give you an idea of the content available for this project, we include 
here one random example of an entry for a project that we utilized in our 
analysis. This is basically the text that the person          who submitted the applica-
tion included in the Business Value field.

Sample Entry
This Project implemented best practices in Scope Management, Planning, 

Monitoring including Status Reporting. In addition to using Fasttracking 
wherever possible, the PM created an Excel-based visual dashboard for dis-
playing project scope up to the task level on each of the multiple components 
(Work Breakdown Structure), status of the task, and the date when it was 
expected to complete. It facilitated stakeholders and the PM to get a quick 
understanding of which tasks and which components were behind schedule. 
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This sped up monitoring as well as control and communication to stake-
holders, and thereby identified action items that could control the deviations 
in the schedule. This saved quite a bit of time during reviews with stake-
holders and enabled the team to focus more on resolving issues, minimizing 
risks, increased planning, and better decision making and implementation. 
The quantitative business value was the setting up of a new I/T infrastruc-
ture of 22 servers from scratch (including capital and hardware procure-
ment) and deploying IBM’s business-critical CRM (Customer Relationship 
Management) application which produces reports that are utilized by execu-
tives and our CEO in just 10 weeks, which normally would have taken close 
to a year.

Analysis of the Information in the Business Value Field

We then analyzed this information using a text analytics tool called IBM 
Content Analytics (now, Watson Text Analytics). IBM Content Analytics 
(ICA) is an advanced search and analytics platform that enables users to 
derive insight and create better decision-making models from          any type of 
content (enterprise content, social media, plain text, and so on). IBM’s 
Content Analytics solutions allow users to understand the meaning and con-
text of human language and rapidly process information to improve knowl-
edge-driven search and surface new insights from that content. Content 
Analytics uses the same natural language processing (NLP) technologies 
as IBM Watson DeepQA, the world’s most advanced question-answering 
machine.

Our Findings

Once the model was defined in this tool, the tool was able to analyze all 
of the content and, based on the frequency and co-occurrence of the words, 
come up with themes suggested by the content. For example, there was a lot 
of discussion associated with projects being executed “on budget,” “under 
budget,” or with “cost savings.” Our analyst collected a list of such words          
and categorized them in our model under the attribute “Financial Planning” 
of a project. This process was continued, and nine attributes were identified 
across all the projects that were submitted for consideration. The follow-
ing list shows the name of the attribute and the key words that we used to 
include a particular textual description under the given attribute of project 
performance:
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■ Financial Planning—On budget, under budget, cost savings, accu-
rate revenue-cost forecasting, financial management cost savings,
decreased costs, no cost overruns, cost reduction for the client, under
estimated cost

■ On-Time Delivery—On time, on schedule
■ Strong PM—Implemented strong PM practice, strong PM, PM

capabilities, PM discipline, PM resolution, PM approach, WWPMM,
The IBM Worldwide Project Management Methods Project MGMT
Disciplines

■ Agile Methodology—Agile methodology, agile development frame-
work

■ Control Management—Agile Scope Control, monitoring, tracking,
tight control framework

■ Risk Management—Risk management plan, minimize the risk of
failure, risk management, reduce risk

■ Defect Resolution—Eliminate constraints, address clients’ issues,
fix incapability and dependency, minimize disruption, cutover, zero
escalation, manage defect, reduce defect, fix framework

■ Milestone Adherence—Meet key deadlines, key project milestones,
meeting of planned deliverables, deliverable management mobilizing
resources in a timely fashion

■ Target Adherence—Project performance measured against the proj-
ect plan on a weekly basis, systematic tracking of goal, target adher-
ence, ongoing evaluation results, refine requirements at the beginning
of each spiral

We then calculated the percentage of projects that referenced these key
attributes, as shown in Figure 7.4.
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Figure 7.4 Key performance attributes

This analysis          showed that the top three attributes of successful projects 
were strong project management discipline, on time delivery, and good 
processes for defect resolution. These results were fed back to the Project 
Management Education and Training program for that division to fur-
ther reinforce the importance of these attributes in successful execution of 
projects.

Using Iterative Methods

Many times when we start out on a project, we have a clear vision, and 
with a little forethought, we establish a course of action that enables us to 
achi eve our desired results. Of course, as Robert Burns     once said: “Sometimes 
the best-laid plans of mice and men oft go awry.” Mice, men, or even social 
media analysts—it’s all the same! Sometimes the ideas we have, the questions 
we’ve posed, or the plan of attack that we’ve devised needs to be modified. 
We have to be flexible because sometimes we’re just plain wrong, or we’ve 
picked up a screwdriver to drive a nail. Things just aren’t right.

An iterative method of working, be it the creation of a model, the writing 
of software, or even of writing a book, is one in which we do not attempt to 
start with a full specification of requirements or plan. We don’t define steps 
1 through 100 and then proceed in order creating our solution. Instead, we 



ptg16373464

Social Media Analytics118

begin by specifying and implementing just part of our solution, which can 
then be reviewed and evaluated in order to identify further requirements 
or changes. This process is then repeated, producing a new version that is 
hopefully an improved version of the previous release. We continue cycling 
through iterations of our product, software, or solution until we believe 
we’ve achieved success.

As we work iteratively on a project, we create a rough draft or rough set of 
results in a single iteration. We then review it, decide on changes to (hope-
fully) improve it in next iteration, and continue until we’ve finished. Figure 
7.5 visually describes the iterative method.

Create Social Media
Analysis Model

Final
Solution

Rough
Draft

Make Course
Corrections

Complete?
Yes

Evaluate Results

Initial
Idea

Figure 7.5 Visual depiction of the iterative method.

In the iterative model, we are building and improving the final analysis 
step-by-step. In this way, we can address deficiencies in our model or analy-
sis early on in the process. This allows us to perhaps change our model, look 
for additional data, or perhaps change the question in a way that is more 
relevant. The most important aspect is the ability to obtain feedback as we 
progress.

A feedback loop is   something we use to gather feedback about what we’re 
doing, learn from the feedback, and then make changes based on that feed-
back. The sole purpose of a feedback loop is to improve a project based on 
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the current plan of attack. These loops are important because they allow us a 
systemized approach to observing our results and learning from them.

Using this approach helps us to avoid those awkward moments that can 
happen when we present our analysis and the customers simply look on with 
a blank stare and comment, “That’s not what I asked for.” If they can see the 
progress (and perhaps help shape the final analysis), there    are no surprises at 
the end.

Summary

For projects in which we are validating a previously formed hypothe-
sis, the analysis is complete as soon as we find enough evidence that either 
proves or disproves the hypothesis. For projects in which we are discovering 
the themes, the end is not so clear. The team that is performing the analy-
sis has to work with the stakeholders iteratively to determine if the level of 
detail analyzed and the types of conclusions derived are in line with stake-
holder expectations. There are also projects in which, even after validating a 
hypothesis, there is considerable business value to be gained by discovering 
other themes that the team had not considered before.

Endnotes
[1] Spaulding, Jonathan. Ansel Adams and the American Landscape: A Biography.
University of California Press, 1998.
[2] Mila Gessner is an analyst who works at IBM. Many of the examples used in this
chapter are based on the specific work she did on these projects. These examples are
reproduced here with her knowledge and permission.
[3] The Heritage Foundation, “2015 Index of Economic Freedom.” Retrieved from
http://www.heritage.org/index/country/france. To locate a specific country, use the fol-
lowing URL, supplying the name of country where indicated: http://www.heritage.org/
index/country/name of country.

http://www.heritage.org/index/country/france
http://www.heritage.org/index/country/
http://www.heritage.org/index/country/
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This chapter  delves into the concept of real-time and near real-time data 
analysis. We look at it from a few perspectives. For example, we look at 
real-time tweets during a televised presidential debate, and analysis of data 
in what we call near real time (think of feedback from attendees at a live 
conference), or any simple yet powerful analytics that can be computed and 
presented in a short timeframe for analysis despite the limited amount of 
time afforded for analysis.

There are two main reasons to consider analytics systems when dealing 
with evolving information       in real time and near real time. One reason is 
to sense and respond. In these situations, we want to monitor data to get a 
sense of what is happening in order to respond to it in a timely fashion. A 
second reason is to implement an early warning system. This includes timely 
collection and analysis of data, resulting in prompt interventions. We look 
at examples of both of these scenarios in the following sections. We also 
describe the concept of stream computing and describe a specific analytics 
system that we built using the principles of stream computing to harness the 
analytics from real-time and near real-time systems.

121

Fishing in a Fast-Flowing 
River

The value of a moment is immeasurable. The power of just 
ONE moment can propel you to success and happiness or 
chain you to failure and misery.

—Steve Maraboli [1]

8
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Is There Value in Real Time?

During the 2008 US presidential debates, a TV channel used a real-time 
public opinion display (see Figure 8.1) to          depict the averaged reactions of 
32 supposedly undecided voters. They expressed favor or disfavor for the 
candidates by turning handheld dials as they watched the debates live. The 
results of those public opinions were immediately converted into a real-time 
computer-generated graph. This graphic, also referred to as the worm, was
displayed at the bottom of millions of television screens to give an indication 
of the public’s approval or disapproval of the comments the leaders were 
making. This could be considered an example of a sense-and-respond sys-
tem. We are sensing in real time the opinions of a small group of individuals, 
and in response, we are translating that into a graphic that is being shared 
with millions of users.

Live Feed from the Debate

Uncommitted
Ohio Voters

Men
Women

DEBATE NIGHT
IN AMERICA

Live

Figure 8.1 The “worm” (graph) from the TV presentation of the 2008 US presidential debate 

(re-created) [2].

While on the surface, this system seems like an interesting ruse to keep 
the attention of viewers, it is really validating an individual’s opinion with 
that of others.

But what if this kind of technology could actually sway voters or pub-
lic opinion one way or another? That’s exactly what British psychologists, 
Colin Davis, Amina Memon, and Jeffrey Bowers, of     the Royal Holloway 
University of London believed.

Social Media Analytics122
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In a simple experiment, Davis and his team had two groups of subjects 
watch an election debate that included the worm as an indication of others’ 
(supposedly undecided voters’) opinions. To test their hypothesis that the 
worm could influence public opinion, Davis and his team presented their 
subjects not true public opinion but fake data that would show the supposed 
opinion in favor of one candidate over the other.

Their results were intriguing, to say the least [3]. What they found was 
that the worm did have a huge influence on their subjects’ perception of 
who won the debate. The two groups had completely different ideas about 
who had won the debate, and their opinions were consistent with what the 
worm had been telling them (which, again, was manipulated by Davis and 
his team). So the group that saw a worm which favored Gordon Brown 
thought that he   had won the debate, whereas the group that saw the worm 
which favored Nick Clegg overwhelmingly thought that he was the win-
ner. Interestingly, when the research team asked their subjects about their 
choice of preferred prime minister, it was clear that, if people had been vot-
ing immediately after that debate, the manipulation could have had a signifi-
cant effect on how those people voted!

WARNING

We’re not suggesting in any way that anyone use (falsified) 
real-time analytics in an effort to sway public opinion. Please 
don’t misunderstand our intention here.

We highlight this example to showcase the power of real-time analytics. 
If public opinion can be swayed by the opinions of others, it only stands to 
reason that from a business perspective, we would be served to understand 
the pulse of our constituents and look to re-emphasize the positive and cor-
rect the negative as soon as possible.

Real Time Versus Near Real Time

We draw a distinction between real time and what we like to call near real 
time. Think of real time       as being instantaneous access to data: The second 
someone says or does something, we are notified right away. In the case of 
near real time, we assume there is some delay in between the time an event 
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occurred and our notification or observance of the event. What makes it 
“near” real as opposed to analyzing prior data is that the time between the 
event’s occurrence and our observation is minimized. Basically, we acknowl-
edge the fact that most of what we observe in real time isn’t instant, simply 
due to the processing or analysis that must be done to make sense of the 
event.

In the example in Figure 8.1, the sample audience members had a 
specialized device that allowed them to change their “feelings” about a 
candidate using a simple dial or switch. This data was polled and the results 
sent back to a central station to be aggregated and quickly displayed on 
national television. This type of scenario is pretty close to real time since 
there is no additional processing to take place, and the “signal,” or opinion, 
is fed right to the source (in this        case, CNN).

In Chapter 6, where we discussed a taxonomy of data analysis types, we 
briefly discussed a type of analysis called Simple Social Metrics (SMM). Later  
in this chapter, we further discuss the SSM system as applied to a stream of 
tweets over a period of time. Because the data comes to us (or anybody) in 
essentially a random fashion, real time doesn’t make sense, so we aggregate 
it over a five-minute interval so that changes in the data are more apparent.

For example, Figure 8.2 shows the top distribution of topics of conversa-
tion from Twitter made by a select group of IBMers. This data represents 
the topics as they were discussed at the time of the sampling, which was 
delayed by five minutes. Because the number of participants was low, the 
chance of the graph changing appreciably in real time was low, so we simply 
show it in near real time.
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Figure 8.2 Topics of tweets made by a number of IBMers over a two-week period.

Forewarned Is Forearmed

So why look at data in real time? What value is there?
Consider the case of IBM’s Always-On Engagement Center. Figure 8.3 

shows an example of a display often used by IBM Engagement Center at 
various IBM events around the world        . The idea behind the display is to 
highlight, in real time, various social media conversations happening at that 
moment around a given topic. While some insightful bits of information 
emerge, the Engagement Center allows a user, at a moment’s notice, to 
gauge the pulse of a community or the thoughts or feelings around a topic. 
Using these techniques, command centers or call centers can, in theory, be 
ready for an onslaught of calls pertaining to a particular issue or incidence. 
So again, while not providing an insight into why something happened, we 
can be prepared for it by understanding what the discussion is around a par-
ticular topic. This can be considered an example of an early warning system.
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Figure 8.3 The IBM Always-On Engagement Center.

Stream Computing

Stream computing is    one of the latest trends allowing organizations to 
continuously integrate and analyze data in motion in an effort to deliver 
real-time and near real-time analytics. For the purposes of computing 
analytics, a stream is nothing more than a sequence of data elements 
delivered for processing over a continuous time frame.

Think of a stream like a conveyor belt that delivers packets of informa-
tion, or data, in a continuous flow (see Figure 8.4). This doesn’t mean the 
time between entries is consistent, but it does mean that data will continue 
to flow over time. As an item reaches the end of the belt (in our case, a sys-
tem that can process data in motion), the item is processed, and then room is 
made to process the item on the belt in a sequential fashion.
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Figure 8.4 Data arriving on a stream is like products arriving on a conveyor belt.

This analogy works well from a data-arrival perspective. But what makes 
stream computing sometimes difficult to grasp is that the concept of query-
ing the data is turned around somewhat. If we wanted to capture and analyze 
data in a traditional environment, we would set up a feed to capture all of 
the data we are interested in first and then analyze it. This process involves 
capturing data, storing it into some kind of a database, creating queries to 
run against the data, and then executing those queries and deriving some 
information.

With a stream model, we define the queries or manipulation process 
of the data first using something like IBM’s Streams Processing Language 
(SPL). We connect these nodes together in a directed graph (or a path for 
the data to flow through our system), and then rather than collect and query, 
we run the data over our graph and produce results as the data arrives.

Functions that operate on stream data are known as filters. Filters     oper-
ate on stream data and then pass it along in the stream, continuing the 
flow, which results in another stream. A string of filters operating together 
is called a pipeline. Filters may operate on one item of a stream at a time or 
may base an item of output on multiple items of input from other parts of 
the stream. So, while we show a single stream in Figure 8.5, any number 
of streams of data may pass through an environment, combining items, sepa-
rating items, and forming new streams along the way.
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Data flows through
stream and is processed
by predefined queries as
it moves from node to node.

Data flows into a database and
is stored for later use.

Queried

Analyzed

Processed

StreamsNode

Figure 8.5 Traditional capture and query versus stream computing.

Stream       computing can enable an organization to detect trends or signals 
in fast-moving data that can be detected or acted upon only at the time it 
occurs. With stream computing, we are able to process and potentially take 
action on rapidly arriving data because we are watching a data flow in its 
original sequence (in real time or near real time). As a result, we are able to 
analyze and act on issues before they are lost to history, or rather, before that 
needle gets lost in the haystack. As a result, there is now a paradigm shift as 
we move our processing data in batch (or operating on “data at rest”) to pro-
cessing data in real time, thus enabling faster insights.

IBM InfoSphere Streams

IBM InfoSphere Streams is a     software platform that enables the develop-
ment and execution of applications that process information in data streams. 
Streams enables continuous and fast analysis of massive volumes of moving 
data to help improve the speed of business insight and decision making.

Streams consists of a programming language and an Integrated 
Development Environment (IDE) for    Streams applications and a runtime 
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system that can execute the applications on a single or distributed set of 
hosts. The Streams Studio IDE includes     tools for authoring and creating 
visual representations of the Streams applications.

Streams offers the IBM Streams Processing Language (SPL) interface for 
end users to operate on data streams. SPL provides         a language and runtime 
framework to support streaming applications. Users can create applications 
without needing to understand the lower-level stream-specific operations. 
SPL provides numerous built-in operators, the ability to import data from 
outside streams and export results outside the system, and a facility to extend 
the underlying system with user-defined operators. Many of the SPL built-in 
operators provide powerful relational functions such as Join and Aggregate.

SPL Applications

The main components of SPL applications are as follows:

■ Processing elements (PEs)—A processing               element is an individual 
execution program that performs some function on the incoming
stream. Processing elements are then tied together to create a work-
flow of execution.

■ Tuples—An       individual piece of information in a stream is called a
tuple. This is essentially the piece of data that is passed along the
stream from one processing element to the next. This data can be
structured or unstructured. Typically, the data in a tuple represents
the state of an object at a specific point in time—for example, the
running sentiment of a Twitter feed, the current topics of conversa-
tion, or the reading from external sensors.

■ Data streams—These       are the running sequence of data (in the form
of tuples) that passes from one processing element to the next.

■ Operators—An SPL       operator manipulates tuple data from the in-
coming stream and produces results in the form of an output stream.
One or more operators work together to form multiple streams and
operators deployed in streams to form a data flow graph.

■ Jobs—A job       is an instance of a running streams processing
application.

■ Ports—A port       is the place where a stream connects to an operator.
Many operators have one input port and one output port, but opera-
tors can also have zero input ports (for example, if we read from an
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external source), zero output ports (if an operator is performing an 
operation and storing the results in a database as opposed to passing 
a tuple down the stream), or multiple input or output ports.

The tuple is the only data construct in streams. The data flow (streams) 
between the operators (processing elements) is made up entirely of tuples. 
We can say that the streams of a tuple               are processed or manipulated to obtain 
the desired result. A tuple can have any number of elements (strings, num-
bers, and so on) within the construct and may even consist of another tuple. 
For the sake of simplicity, think of a stream as the data path and the contents 
of the stream being made up of tuples that get passed from one operator to 
the next (producing a new tuple to be passed on to the next operator).

Directed Graphs

A directed graph is         a graph or set of objects (called vertices or nodes) 
that are connected together. When we think about streams, the nodes or 
vertices are essentially represented as processing elements (which are further 
composed of operators). These edges are directed from one vertex to another 
(passing tuples) along a data stream (see Figure 8.6).

Data Stream1

Tuple2Tuple1

Each symbol is a different tuple or representation of data sent along the stream

Operator1

Operator2

Operator3

Figure 8.6 A stream is a directed graph of operators processing data objects called tuples.
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The graph in Figure 8.6 is taken from our Simple Social Metrics applica-
tion described later. Here, Operator1 has received some information from 
the Internet. Because we don’t require many of the fields that come in a 
standard feed from Twitter, our operator takes the raw data and creates a 
shorter subset of each tweet, Tuple1, and passes that data down the stream 
to Operator2. It is important to understand that these processing elements, 
or operators, are purposely meant to be simple in function. This provides for 
an environment that is then easy to modify by simply rearranging the order 
that the operators are located in the stream.

Operator2 in our application is a processing element that accepts two 
inputs: Tuple1 (the shortened form of the tweet from the Twitter stream) 
and another tuple, indicated by the solid triangle, that is the result of another 
operator. While we don’t show it in this diagram, the operator’s function is 
to take the tweet from the Twitter stream and perform a lookup in a table 
that we maintain. This list of special users is simply a list of known IBM 
tweeters, and if one of them has a tweet in the stream, we create a new tuple 
that contains not only that user’s tweet and Twitter handle, but also an 
indication of the fact that he or she is indeed an IBM employee. This way, 
we can segment or separate IBM opinion or comments from our customers 
if the need arises. The function of Operator2 is to merge that data, if neces-
sary, and perform a sentiment analysis of the comment. The resulting data is 
represented as Tuple2 and then passed along the stream to the next operator.

In Operator3, the incoming data is categorized based on a simple dic-
tionary lookup of terms. This allows us to group similar discussion topics 
together. Again, the data stream is modified and passed on to the next node 
in the stream as a new tuple (represented by the dark square).

This is the beauty of streams. By turning as many functions into atomic 
or single-purpose functions as possible, we can quickly assemble a computa-
tional flow based on the type of         analysis we are looking to perform.

Streams Example: SSM

As discussed before, we’ve created a simple but effective application based 
on InfoSphere Streams that we call Simple Social Metrics, or SSM. The        
idea behind this system is to capture a stream of tweets around a predeter-
mined topic and provide summary analytics around the stream in real or 
near real time. Our system also supports an analysis of the stream in the past 
because we record our data to a standard SQL database, which in turn is 
front-ended by a number of REST Application Programming Interfaces 



ptg16373464

Social Media Analytics132

(APIs) for querying the data. REpresentational State Transfer, or REST, is 
an architectural style     and an approach to communications that is often used 
in the development of Web services. The use of REST is often preferred over 
the more heavyweight Simple Object Access Protocol (SOAP) style because 
REST does not leverage as much bandwidth, which makes it a better fit for 
use over the Internet [4].

While we plan to show a simple example of how we use Streams to cap-
ture this data in near real time, our system is a bit more complex in practice. 
We show a few of the metrics we derive, but since this is a discussion about 
possibilities as opposed to a how-to guide, we chose to show a subset. In our 
live system, we are able to derive the following attributes (in real and near 
real time) within a stream of Twitter data:

■ Top authors
■ Top hashtags
■ Top mentions
■ Top negative sentiments
■ Top positive sentiments
■ Top known tweeters based on a predetermined list
■ Top unknown tweeters based on a predetermined list
■ Top retweeted users
■ Top tweeted languages
■ Top words
■ Sentiment distribution (sentiment trend)
■ Sentiment count
■ Top reach (computed by author tweets multiplied by number

of followers)
■ Top categories
■ Author information with top-used negative and positive sentiment,

top categories
■ Count trend over given period for tweets, hashtags, and mentions

For the        purposes of this example, we discuss only top classifications, men-
tions, authors, and words. We have chosen only these four to illustrate the 
concept because they are some of the most commonly used metrics that we 
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have encountered in our work. All of these metrics can be utilized to provide 
business value depending on the project at hand.

Figure 8.7 shows an example of our near real-time engine for analyzing 
Twitter streams. We labeled each of the distinct steps 1 through 8.

Operator:
TweetClassify

Operator:
WordCount

Operator:
WriteClass

Operator:
WriteMention

Operator:
WriteAuthor

Operator:
WriteWords

4

1

2 3 5

6

87

Operator:
JSONtoTuple

{
id=xyz,
Body: @mattganis loving working with #streams!,
Actor: {name: “mattganis”}
Tag: IBM,
…
…
}

Operator:
ReadTweet

Figure 8.7 Directed graph representation of our near real-time Twitter service.

Let’s       look at the flow of data in a step-by-step fashion, using the following 
sample tweet:

@mattganis loving working with #streams!

Step 1

Streams has a number of built-in functions that allow a programmer to 
ingest data from a variety of sources. In this case, we connect to the Twitter 
source and read the tweets that we have collected that were a match to our 
search criteria. In many examples, we set up a Twitter feed and simply watch 
for a hashtag or small number of keywords that, when matched, will be col-
lected by our search engine for later retrieval and ingestion (like we do here).

In this step, we start with an operator that receives a stream of tweets 
in the form of JSON data [5]. JavaScript Object Notation is          a lightweight 
data-interchange format. It is easy for humans to read and write; plus, it is 
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easy for machines to parse and generate. That data, in JSON format, is col-
lected externally and read by our first operator (called ReadTweet). The data 
is separated by tweet (the input data source could be composed of a number 
of tweets) and formed into a tuple that is passed along the stream to the next 
operator (in this case, JSONtoTuple).

Step 2

The JSONtoTuple operator has an input port (for the incoming tuple, 
which contains the tweet to be analyzed) and several output ports (each of 
which has a different tuple placed on it). Here, we                form four different tuples:

1. The first contains just the text of the tweet, also referred to as tweet
payload. We use an external classifier in the next operator, but all
we need for that is the text of the tweet itself.

2. In JSONtoTuple, we examine the tweet payload and look for any
Twitter mentions in the stream. We want to keep track of who is
being talked about in the Twitter stream, so we form a tuple that
contains all of the @userid phrases that we encounter in the tweet.

3. We form a tuple that contains just the author of the tweet. This
information is passed on to a separate operator that processes it
alone (in this case, simply updating the author count in the data-
base).

4. We create a tuple that contains all of the words used in the Tweet.
That data is passed on to the next operator, and a word count is
written to the database. This allows us to easily form word clouds
based on the frequency of words used.

Step 3

It’s important to remember that steps 3, 5, 6, and 7 all execute at the same 
time (in parallel). So even though they are labeled numerically (to help us 
understand this example), the power of stream computing is that tasks can 
happen simultaneously.

One of the outputs of the JSONtoTuple operator          is the tuple we call 
tweet. It’s a stream representation of the tweet payload we just received (in 
this example, @mattganis loving working with #streams!). At this point, 
it’s placed in a stream that will take it to a classifier, so we can group similar 



ptg16373464

8: Fishing in a Fast-Flowing River 135

tweets together. This same tuple is also sent (on another stream) at step 7, 
where it is broken down into the individual words for later use in a word 
cloud.

Step 4

We’ve found it useful to look at a large number of tweets and group them 
into “buckets,” or classifications, based         on their subject matter. Classification 
is a difficult problem, but we take advantage of the fact that Twitter (or 
any microblogging technology) uses short text for updates coupled with the 
fact that when we gather Twitter data, we are gathering it based on a pre-
determined set of filters. In the case of the tweet used as an example for 
this section, #streams will probably translate into a category called “Stream 
Computing”. To explore this concept some more, let’s consider a few other 
examples. For example, in the past we have captured all of the tweets that 
contain the word #ibminterconnect, so more than likely any mention of 
the word cloud in a tweet that also has #ibminterconnect is probably talking 
about cloud computing technologies.

We chose to implement our classifier as a Web Service so that it can be 
utilized by a variety of applications. It doesn’t strive for perfection but gets 
pretty close. As we said earlier, we take advantage of the facts that tweets are 
generally short and we know the general theme of the topics. Our classifier 
is a simple pattern-matching algorithm based on categories and words that 
represent that category or indicate they are not part of that categorization. 
For example:

Topic: Cloud Computing
Matches: cloud, Softlayer, PAAS, SAAS, Bluemix
Excludes: rain, snow, sleet, storm

Topic: Mobile
Matches: ipad, ipod, iphone, android, smart phone
Excludes: music, playlists, store

So if our classifier “sees” a tweet that contains the word bluemix, for 
example, we could return a classification of “Cloud Computing.” Of course, 
if the tweet contains any of the words from the exclude list, we don’t classify 
it as “Cloud Computing” and move on to the next category to be analyzed.
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Tweets could discuss a variety of topics, and at times they overlap. 
So a tweet like the following would return two classifications (“Mobile” 
and “Cloud Computing”) because they have keywords that match both 
classifications:

@mattganis building a new iphone app on bluemix is easy!

So at step 4, the tweet is formatted into a REST service call and sent out 
for a classification. When the results are returned, they are parsed and put 
into yet another tuple, which is then sent onto its next step in the stream. 
In that step, the operator writes the data on the tweets         classification into the 
database to be aggregated with other classifications.

Steps 5 and 6

We’ve grouped          steps 5 and 6 together because they do essentially the same 
thing (but with different slices of the data). In step 5, the operator receives 
a tuple that was formed in the JSONtoTuple operator; it contains all of the 
Twitter handles that were mentioned in the tweet (anything with an @ sym-
bol in front of it). Mentions are useful for determining who is being talked 
about or referred to in a given tweet (perhaps leading to an influencer). This 
list of Twitter handles is simply written to the database, so we can quickly 
determine how many mentions any given Twitter handle received over a 
given time period. In our example, we save the handle @mattganis in the 
database. Step 6 is similar; here, we receive a tuple that contains just the 
author of the tweet, which is immediately written out to our database. This 
step is useful for understanding who is conversing the most in a given stream 
of Twitter conversations.

Steps 7 and 8

Step 7 is another workhorse operator. Here, the input to the operator is 
a tuple that contains the tweet payload (@mattganis loving working with
#streams!). In this step, we parse the tweet and remove all common words 
(things like a, and, with, and so on) and just keep the relevant words. They         
are put into a tuple and passed on to step 8, where they are written to the 
database as well. What this allows us to do is query for the top words (and 
their frequency) in a stream and form a word cloud (such as the one shown 
in Figure 8.8), where the larger and darker a word, the more it was used, and 
the smaller and lighter, the less often it was used.
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Figure 8.8 A word cloud generated from tweets around IBM InterConnect.

In the end, our real-time monitor looks something like Figure 8.9. During 
analysis, if we discover that some categories contain such a large number of 
tweets that the pie chart is dominated by that category, we are hardly able 
to get valuable information out of the rest of the categories. For example, in 
the bottom right of Figure 8.9, the pie chart shows the distribution of tweets 
based on the language. If English were included, we would not get any read-
able information about other languages. In cases like these, we record the 
value of tweets in the English language and then remove or deselect that 
category to convey more information. As a result, we are able to see the dis-
tribution of other languages such as Portuguese and Swedish.

Figure 8.9 Real-time Twitter dashboard around a stream of tweets.
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Value Derived from a Conference 
Using Real-Time Analytics

Consider a keynote address that needs to be delivered to a large profes-
sional conference (or any other        large presentation). Consider how much 
more effective a presentation could be if the speaker refers to topics that he 
or she knows are of interest to the audience. Sounds obvious, right? But we 
all know that, as human beings, our priorities, interests, and concerns are 
always in flux. Even the projects we work on are often moving targets. So 
how do we prepare to present a topic to an audience and address the topics 
currently on our (collective) minds ?

One way to do this is to monitor social media around the event and look 
for common themes or topics. Figure 8.10 shows some data from a recent 
trade show where we monitored the topics of conversation over time.

Popular Topics as of 10:00am

Category

Security

Cloud

IoT

Mobile Apps

40%

26%

19%

15%

Percent of
Mentions

Popular Topics as of 11:30am (noon)

Category

Cloud

IoT

Mobile Apps

Security

48%

26%

14%

15%

Percent of
Mentions

Figure 8.10 Topics of conversation from a trade show (10 a.m. versus 11:30 a.m.).

Most conferences today use a Twitter hashtag to promote their event 
to allow participants to post comments or observations. So imagine you’re 
about to deliver an address to this large crowd. In the morning, the hot topic 
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of conversation at the conference was security (with over 40% of the tweets 
discussing some aspect of the topic), followed by cloud computing with 
26% of the discussion. But by mid-afternoon, the topic of conversation has 
changed (somewhat drastically) to indicate that almost half of the conversa-
tion is centered around the topic of cloud computing (at 48%) with the sec-
ond topic shifting from security to the Internet of Things (IoT). With this 
information in hand, you can shift the emphasis of your talk from security 
to cloud computing given that it is still relevant to your original topic. So if 
your plan was to focus on security (or even mobile applications), it’s clear 
(at least from a social media discussion) that these topics may not be the 
uppermost in your audience’s minds. A slight tweak to your presentation to 
highlight areas around the Internet of Things focusing on cloud technologies 
would, it appears, be much more appealing.

Another application of this technique could be in the context of panel 
discussions, talk shows, or any live event. If, indeed, you monitor the con-
versation in social media and aggregate the results (as we did in the previous 
example), questions to panelists or topics of discussion become much more 
relevant (and useful) to those listening, thereby increasing the value of your 
participation. One key point to remember is that you need to understand 
your audience and determine if what is happening in socia l venues is truly a 
representation of their        views.

Summary

There are a number of reasons we might want to capture and analyze data 
in real time. In this chapter, we focused on two:

■ Sense and respond
■ Early warning

In most cases, early     warning systems entail the timely collection and anal-
ysis of data, which, when understood, trigger prompt interventions on the 
part of those watching. In the case of social media, this means getting in 
front of a potential public relations issue, company-related scandal, or a 
competitor’s breaking news. Sometimes how we respond in the early min-
utes or hours can have a lasting effect on the impact on the public’s percep-
tion of an issue.
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While early warning is more like “sense and react,” “sense and respond” 
is slightly different in that we want to sense a condition and respond in such 
a way as to change that condition. In today’s world, competition is based 
on nonstop strategic maneuvering among competitors, product or service 
positioning, and competition to protect an existing product or market. Agile 
teams understand this concept of iterations quite well. They iterate through 
many options, responding to change while discovering the best solution 
through continuous experimentation or change. In the world of mining 
social media, a real-time analysis gives us that view into what needs to be 
changed and the (instant) feedback and reaction allowing us to continually 
make course corrections along the way.

Finally, in this chapter, we also explored one specific social analytics sys-
tem, leveraging the concepts of stream computing, to extract value from real-
time and near real-time information.
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Up to  this point in our discussions, we’ve looked at how to find data, 
where to look for it, how to clean it, and now how to process it. Much of 
what we have discussed thus far involves the process of building a model (or 
a definition) of what we want to look for and then running an analysis to 
see if our model fits or provides relevant results. If the data seems to fit the 
model, we take the output, calling it information, and build our insights or 
knowledge from there. If the data doesn’t fit our model, perhaps we modify 
the model and try again, or go look for different sources of data that may be 
more relevant than what we have already gathered.

In this chapter, we discuss ad hoc analysis. We    introduced this concept in 
Chapter 6, where we defined it as an analysis that is produced one time to 
answer a single specific business question. Specifically, we use this type of 
analysis when dealing with situations as they occur rather than ones that are 
repeated on a regular basis. As a result, often we are searching for an answer 
in dataset.

This ad hoc method assumes we are looking for a number of different 
insights to emerge from our assembled data and that a model will be able 
to accurately, or at least somewhat accurately, represent the information 

141

If You Don’t Know 
What You Want, 
You Just May Find It: 
Ad Hoc Analysis

“Not all those who wander are lost.”

—J. R. R. Tolkien [1]

9
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contained within the dataset. Sometimes we just want to look at the data 
we’ve collected and determine the answer to a specific question or questions 
and perhaps gain some insightful information. Or perhaps we just want to 
understand the composition or makeup of the data before we go off and 
build a more complex model and undertake a deeper analysis.

Ad Hoc Analysis

The word ad hoc is originally derived from Latin and is loosely translated 
as “for this” or “for this situation.” We use this term to describe something 
that has been formed or used for a special and immediate purpose, without 
previous planning. Ad hoc analysis is the discipline    of analyzing data on an 
as-needed or requested basis. This analysis is based on a set of data currently 
available to the person doing the analysis; thus, the resulting analysis is only 
as good as the data on which it is based. Generally, we look to this process to 
answer a specific question.

Consider the diagram in Figure 9.1. As we discussed in previous chapters, 
the process of analytics is often an iterative model, where we attempt an 
analysis, determine if we have succeeded or failed, make repairs and adjust-
ments, and then try again. Figure 9.1 presents the iterative set of steps rec-
ommended for understanding a dataset in an attempt to answer a question 
from the data. Obviously, we start at the top by locating what we believe to 
be our relevant data sources. We attempt a first model or perhaps execute a 
series of simple queries against the data and analyze our results. If we begin 
to see a pattern emerge, perhaps we can perform a deeper analysis or simply 
begin to assemble our derived insights. If, on the other hand, our queries 
reveal no answers or patterns, we have to ask ourselves if we have a sufficient 
amount of data to analyze or if the model we’ve built is incorrect. At this 
point, we either make adjustments by augmenting the model or by adding 
additional data to our dataset.

Social Media Analytics142
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Figure 9.1 Process for deriving insights from data.

The purpose of this type of analysis may be to fill in the blanks left by a 
larger analysis or perhaps as a precursor to a larger initiative. More impor-
tantly, ad hoc reporting allows analysts (or general users) to manipulate and 
explore the data they have on hand to build reports, often on-the-fly, to 
answer their questions. Think of dashboards answering the question “What 
is happening in social media around my topic?” and ad hoc reporting answer-
ing the question “Why is it happening?”

As we saw in Chapter 2, collecting large amounts of data is just the first 
step in a social media analytics campaign. Often we need to cleanse the data 
we find or perhaps reformat it such that it can become machine-readable.

With smaller collections, the verification of data is often a straightforward 
process of simply looking at what we have to see if data we are interested in 
falls into the correct columns or is made up of unreadable characters, thus 
rendering any analysis useless. Often, what we, as data scientists, want to do 
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is perform some simple queries on the data to ensure that what we are about 
to analyze is indeed going to give us some meaningful results.

This idea of performing some simple queries is a perfect illustration 
of what we mean by the ad hoc query of data. In some cases, we want to 
perform a one-time (or specific) query to build up our knowledge of the 
information we are uncovering. At times, the simple queries produce just 
throw-away results, but results that give us an indication about whether we 
should proceed down our current path.

An Example of Ad Hoc Analysis

As we saw in Chapter 4, we differentiate between two types of analytics: 
predictive versus descriptive. One looks to describe the contents of the data 
set under analysis (descriptive), and the other    attempts to extract informa-
tion from existing data sets to determine a pattern of behavior or to predict 
future outcomes and trends. An ad hoc analysis lies somewhere between 
these two.

Consider a dataset of tweets that were collected around January 17, 2013. 
On that date, Lance Armstrong confessed to Oprah Winfrey on   national 
television in the United States that he won all seven of his record Tour 
de France championships with the help of performance-enhancing drugs 
and that his attitude was one of “win at all costs.” We wanted to understand 
the public’s reaction to this topic, so in this case, we collected data that 
contained:

■ Mentions of Lance Armstrong
■ Mentions of Oprah Winfrey

We didn’t collect the data for any other purpose than to experiment with
some analytics around the event.

With the raw data in hand, we wanted to understand some of the basics 
about what we had collected before performing some simple descriptive ana-
lytics. The first question we wanted to answer was:

Is the data clean (in other words, is it usable)?

For simplicity, we didn’t take the full JSON string of data that we got 
from a typical tweet, since it was not relevant to our analysis. This could 
actually be an important step for some teams that have concerns about 
capacity and performance of their analytics environment. A typical tweet 
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can have a large number of name-value pairs that represent all of the various 
parts of the tweet (when it was posted, the person’s name, the Twitter han-
dle, hashtags, and so on). Most of the information that came from Twitter 
was either redundant or wasn’t useful in this exercise. As a result, we took the 
JSON data and simply converted it to a comma-separated value (CSV) file. 
This resulted in a data file that contained the following elements   :

■ Preferred user name
■ Display name (what gets displayed in public Twitter)
■ The status count (the number of tweets this person has made)
■ Language of the tweet
■ The number of times the tweet was retweeted
■ The posted time
■ The text of the tweet

The first thing we wanted to do was just browse the data before we did
any kind of analytics on it to see if it was well formed. This was a preliminary 
but very important step to ensure that all of the data was in its proper col-
umns and was a complete dataset.

This process is best shown with some examples. Up to this point in the 
book, we’ve made it a point not to show specific products or dive into how-
to descriptions, so here we try to stay as true to that doctrine as possible, but 
we may have to stray just a bit.

For ad hoc querying, we like to use interactive tools such as IBM’s 
BigSheets, which is part of the Big Insights suite of tools from IBM; custom 
code that looks over Hadoop clusters; or public domain tools such as R. For 
this example, we used R.

R is a    powerful and widely used analytics tool. It includes virtually every 
data manipulation, statistical model, and chart that the modern data scientist 
could ever need. You can easily find, download, and use cutting-edge com-
munity-reviewed methods in statistics and predictive modeling from leading 
researchers in data science, free of charge [2].

Figure 9.2 shows a screen capture of the R session we ran on some of this 
data. We started off with the trimmed-down version of our dataset as dis-
cussed earlier. (Remember, we chose to convert the JSON data into CSV for 
easier manipulation. The data doesn’t change, just the format.)
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>LAdata<-read.csv("/home/ganis/LA/lance-04-20.csv")
>nrow(LAdata)
[1]366135
>
>unique(LAdata$lang)
[931] DUB
[932] 109344
[933] 1953
[934] 2875
[935] 5049
935 Levels: 27… AI! and Fox and I Bencid Gone. In? JD..zh-tw
>

1

2

3

Figure 9.2 Sample R session looking at number of unique languages in our dataset.

Ad hoc analysis essentially is the process of running a number of simple 
queries against a database to understand more about the data we may want 
to process with more complex tools.

In section 1 of Figure 9.2, the first step was to bring our data into R. We 
used the read.csv() function, which reads a comma-separated value file into 
a variable called LAdata. Note that in this case, the first line of the file con-
tains the headers for each column. For clarity, the first line of the CSV file 
contains the following (each element representing a name of the column):

 prefusername,displayname,statuscount,lang,retweetcount,time,body

To access a specific column in a table, the syntax is:

table_name$column_name

To see a specific row, we would use:

table_name[index,]

Typically, one of our first queries is to look at size—just to understand 
how big of a dataset we’re working with (see section 2 in Figure 9.2). The 
nrow() function in R simply looks at the number of rows of data read into 
the table variable (in this case, LAdata) and returns a count. So we can 
quickly see that this dataset had about 360,000 tweets from the second day 
of the interview. Not a very useful analytic, but a descriptive feature we may 
want to have when summarizing our data source.

Because this was our initial look at the data, the first thought was to get a 
quick overview of what we had collected. From the previous step, we knew 
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we had about 360,000 tweets, but where did they come from? What lan-
guage were they in?

In section 3 of Figure 9.2, we used the unique() function in R to look at a 
column of data in our table and summarize it for us, showing the individual 
values (or just the unique values). So if French, for example, was used in a 
tweet, the column called lang would contain fr. The unique() function lists 
it only once, so it gives a good representation of the number of unique lan-
guages used in the sample.

Interestingly, when    we ran the command unique(LAdata$lang), we saw 
that R believed there were 935 unique values in the lang column of our 
dataset! And the output of the unique() command reported that the 933rd
unique language was "1953"; something didn’t seem right.

Obviously, "1953" isn’t a valid language, so using R’s query capabilities, 
we looked at that offending line of data to see where others may have errors. 
To do that, we used an R query that looked like this:

LAdata[LAdata$lang=="1953”,]

This simple query says:

“Show the row of data in LAdata where the lang column has the 
value ‘1953.’”

What we got back resembled this:
Prefuser-
name

Displayname Status-
count

Lang Retweet-
count

Time Body

mattganis Matt Ganis PhD 1953 En 2013-01-
18T10:
05:57.00Z

(empty)

Notice that the statuscount has the value PhD and the lang field has the 
value "1953". No doubt what happened was that this person entered his 
name in a format like this: Matt Ganis, PhD.

So when we took the original data and moved it into a CSV format, this 
name field looked like two separate elements just separated by a comma. 
Consequently, all of the fields ended up shifting to the right.

Simply    cleaning up the original data and re-creating the CSV file fixed 
the problem. The cleanup was to remove all nonessential characters from the 
user-created data. In this case, those characters included commas, linefeeds, 
newlines, and so on. The important thing is the lesson learned:

Don’t trust any free-form text data.
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By “free-form,” we mean any input provided by a user that doesn’t have 
any given structure or format. 

Looking at Figure 9.3, we can see that data collected from a web drop-
down menu (the example on the left) is an example of what we mean by 
“well formed.” In this case, when the user selects an option, we know exactly 
what values are possible. However, data collected from an input field, where 
a user can (and will) type anything he or she wants, is considered “free form.” 
We need to look closer at this data than a well-formed set of data because we 
have no way of knowing ahead of time what the user may or may not enter. 
The content in the search query field shown on the right side of Figure 9.3 is 
an example of free-form input.

Figure 9.3 Example of free-form input.

When we looked at the data in a comma-separated value format, our 
cleansing program didn’t realize (and neither did we) that someone might 
use a comma in the name field. Basically, our first ad hoc query helped us 
uncover an issue with our JSON-to-CSV conversion.

Once we    corrected this issue, we were able to see that our data appeared 
to be more correct (see Figure 9.4). Again, using the unique() command 
from R to determine the number of unique languages represented in this 
dataset, we can see in Figure 9.4 that the number is now 32. This number 
is much more reasonable than the previous value of 935, as reported in the 
initial queries from Figure 9.2.
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>LAdata<-read.csv("/home/ganis/LA/lance-04-20.csv")
>nrow(LAdata)
[1]365059
>unique(LAdata$lang)
en  fr  es  nl  it  pt  ar  fi  ca  tr  de  pl
ja  sv  da  no  ru  id  ko  eu  cs  el zh-cn th hu zh-tw hi  fil
msa  he uk  ur

32 Levels: ar ca cs da de el en es eu fi fil fr he hi hu id it ja ko msa..zh-tw
>table(LAdata$lang)

ar    ca    cs    da    de    el    en    es    eu    fi    fil
125   467   22    253  1611   39  288875 50160  107   65    47

fr    he    hi    hu    id    it    ja    ko   msa    nl    no
8967  8     5     15    981  1254   513   67   5     5765   320

Figure 9.4 Another view of R with data corrected and reloaded.

So now, with the data reloaded, we could look at the various languages 
represented in our sample. Note that the R command unique() looked at 
the column of data lang and reported    all of the unique values. We can see 
that there are 32 languages, which seems a much more reasonable number. 
To get a better idea of how much of our data was represented in specific lan-
guages, we again issued a simple R command to represent the data in tabular 
form (table(LAdata$lang)). Note that, for clarity, we show only the first 
two lines of this output. What might be more useful is to look at the repre-
sentation of the data graphically.

So, with a quick query, we can see that the English-speaking population 
was the most vocal, followed by French (fr), Spanish (es), Dutch (nl), and 
Portuguese (pt).

For the purpose of this example, we chose to focus on the predominant 
language used in this sample, English. One of the first things we wanted to 
understand was the general feeling around this topic and the kinds of things 
people were saying.

Remember, we view ad hoc analysis as a simple query, or a “peek” at a 
dataset. Some computation may be involved, but if we were to look at it 
from a classification perspective, these are the simple, lightweight analyt-
ics, whereas the deeper insights and relationships (that is, computationally 
heavy) come with longer-running processes. Don’t misunderstand; we’re not 
saying that these are not valuable pieces of information. The more informa-
tion we have about a topic, the more accurate our insights or knowledge 
becomes.



ptg16373464

Social Media Analytics150

There’s another way to think about this scenario. On the far right of the 
graph in Figure 9.5, where we show “Deep Analysis,” we have a rich set of 
insights and relationships between terms and concepts built up in our analy-
sis. This deep analysis leverages all of the descriptive statistics we collect, and 
the simple ad hoc queries/analysis we do and is combined with a complex 
textual analysis. This is why we show the upward graph in the effort needed 
to derive value. Creating a set of descriptive statistics is relatively low in 
effort    contrasted with the larger effort to derive deeper insights.
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Figure 9.5 Relative value/effort of various insight techniques.

Data Integrity

One of the topics that we want to concern ourselves with is the integrity 
of the data we use. This      is an important topic because many times when 
performing ad hoc queries or manipulation of data, we could inadvertently 
change the integrity of the dataset. A simple change to a value could lead to 
erroneous results. For this reason, we like to say that we “augment” datasets, 
but we don’t change them. That may seem like a subtle difference, but it’s 
meant to draw a distinction between changing data and adding additional 
data to an existing dataset.
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In our case, we wanted to understand the discussion around the topic 
of Lance Armstrong’s confession , but we thought it might be interesting to 
look at it from a gender perspective, to understand if males reacted differ-
ently to his confession than females. For example, if we examined the general 
sentiment to Mr. Armstrong’s confession, we may obtain an overwhelming 
negative reaction. One hypothesis could be that this makes sense if the audi-
ence was predominantly male. Males may view cheating in an athletic com-
petition as outrageous, while perhaps females land more on the sympathetic 
side and view the confession more ambivalently, or perhaps positively. While 
perhaps not as relevant in this experiment, the idea of understanding how 
males and females react to different events could become important for areas 
such as marketing or public relations.

Unfortunately, Twitter      and many of the other social media outlets don’t 
supply that information. Many allow users to enter it into a profile, but 
often that data is not readily available for analysis. To get around this limita-
tion, we can compute the gender based on some of the fields we have in this 
sample (see Figure 9.6).

Remember, we currently have the following information:

■ Preferred user name
■ Display name (what gets displayed in public Twitter)
■ The status count (the number of tweets this person has made)
■ Language of the tweet
■ The number of times the tweet was retweeted
■ The posted time
■ The text of the tweet

From this, if we take the display name from the tweet, we can look up
the name in a dictionary of common names and return a value of “male,” 
“female,” or “unknown” (if we can’t find the name or if there is ambiguity in 
the name, such as Kim or Chris).

In the profile in Figure 9.6, the display name is represented in the tweet 
as Karen Scilla Ganis. So for our ad hoc query, we simply took the first part 
of the display name (we assumed it’s a first name) and looked it up in a dic-
tionary of common names (in this case, a dictionary of common US names). 
We built a new column in our dataset and inserted the result of our query 
(in this case, “female”) into the dataset and then proceeded to the next name. 
When we’re done, we had an augmented dataset that contains our original 
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data point (if we should need it again), the display name, but we also created 
a new field (called “gender”) that contains our computation of the user’s 
gender.

Figure 9.6 A sample tweet.

With that, a quick query revealed the following new demographic for our 
sample:

Males 140,852

Females 67,119

Undetermined 80,904

Using our simple calculation, we were able to classify about 72% of our 
dataset into a male or female category. If we wanted to spend more time, 
we could probably do additional work on the undetermined users because 
many of the display names use forms such as “Mr. John Jones” or “Mrs. 
Kelly Jackson” (clearly, Mr. and Mrs. aren’t proper first names, but we could 
easily deduce that they would be male or female with a few additional tests). 
Likewise, we were not naïve enough to think that our numbers were perfect. 
We knew that there would be (and definitely are) some misclassifications 
based on gender-neutral or unisex names. But given the fairly large numbers 
of tweets, we assumed those are in the minority (but it would be useful to 
look for a measure of uncertainty if we were to make any conclusions based 
on the derived gender).
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The next thing we might want to get a feel for is the general tone of the 
conversations. What are the hot buttons in the conversations?

One way to do this quickly is to create a word cloud. We discussed them 
previously, but since we’ll be looking at a few here, let’s review the concept 
quickly.

Basically, a word cloud takes       all of the relevant words in a set of text and 
displays them in such a way as to indicate use. Words appearing in a larger 
font indicate that they are used more frequently, and words appearing in 
smaller fonts are obviously used less frequently. Often, people use color to 
indicate levels of use or intensity. These conventions are useful, but only 
to the point of giving you, the analyst, a feeling for areas you may want to 
explore further in the dataset. Many applications allow the user to remove 
words or text that may cause confusion. For example, in these word clouds, 
we removed all of the English “stop” words (the, this, is, was, and so on). The 
theory is this: If we were to count the uses of those stop words, they would 
far outpace the other words. We also eliminated punctuation and converted 
everything to lowercase to avoid case as a factor (when somebody uses IBM 
or ibm, they still mean the same thing).

The other thing we removed was common words we don’t need to show 
in a word cloud. In this case, since this was an interview done by Oprah 
Winfrey with Lance Armstrong, we  simply removed any references to their 
names. If a word cloud shows a lot of mentions of these words, it doesn’t 
really tell us any net new information.

For example, Figure 9.7 shows our derived word cloud (showing the top 
150 words) used within the 288,875 tweets that were marked as being in 
English.
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Figure 9.7 A word cloud representation of our current data.

Many of the terms are obvious, but the power of the word cloud is that 
it gives us a great starting point for deeper analysis. If we were starting blind 
(with just a set of tweets about the topic in front of us), we would probably 
start building a model with words such as drugs and cheating, which are 
shown in this word cloud. We might not have thought of using words like 
doping or doped.

One thing we found very interesting was a wide-sweeping reference to 
Manti Te’o. Many people   drew comparisons to the story of how Manti Te’o 
revealed that his girlfriend, a supposed cancer victim, never existed. In other 
words, he lied just as Lance Armstrong did. This result was something we 
never would have predicted, but it could provide some valuable insights into 
the perception of Mr. Armstrong and his denying allegations about his use of 
performance-enhancing drugs.

A look at the word clouds broken down by gender (see Figure 9.8) could 
be useful in revealing different feelings or emotions. In this exercise, we 
divided all of the content from the tweets in our database into those tweets 
authored by males and those authored by females. We then took these 
two subsets of words and converted them into word clouds, as shown in 
Figure 9.8.
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Figure 9.8 Word cloud representation by gender.

In the word cloud on the left, we see that males were focused on what 
Rick Reilly (a sports writer for ESPN) was        saying as well as many references 
again to Manti Te’o. The female side had similar results, but we can see that 
the magnitude of the word use in both cases is less. Interestingly,  males ref-
erenced   Sheryl Crow, whereas females used the word futurecrow. Both males 
and females commented on Lance Armstrong’s apologies and the stripping 
of awards. Both groups seemed to give similar emphasis to words such as 
lying and doping.

Summary

While it is a technique in and of itself, ad hoc analysis is an important 
aspect of performing a social media analysis. While simple in nature, these 
types of queries can help to add a bit of context to a larger analysis, or on 
their own, they can provide pieces to an even larger puzzle. But more impor-
tantly, the ability to explore our datasets, either by counting the number 
of males and females in our sample or understanding the languages used, 
provides vital information to analysts about how to proceed or build larger, 
more complex models for understanding our data.
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Endnotes
[1] Tolkien, John Ronald Reuel. The Fellowship of the Ring: Being the First Part of The
Lord of the Rings. Houghton Mifflin Harcourt, 2012.
[2] Revolution Analytics, “What Is R?” Blog. Retrieved from http://www.revolution-
analytics.com/what-r.
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Discovering  themes and patterns from social media content can be a very 
exciting endeavor. Sometimes the questions to be answered are too complex 
to be looked at in real time, or they need to establish a relationship between 
two or more entities, or the analysis involves multiple different phases. We 
call this a deep analysis. In    this chapter, we delve into some use cases that 
require a more complex type of process or analysis, and we explore what we 
can uncover with a more sophisticated method analysis.

Responding to Leads Identified in Social Media

Many services and products in the marketplace try to facilitate discovering 
leads in social media. In the following sections, we discuss an experimental 
project that we are working on in IBM. For the purposes of this discussion, 
we break it up into three phases:

■ Identifying leads
■ Qualifying/classifying leads
■ Suggested action

157

Rivers Run Deep: 
Deep Analysis

There is nothing so terrible as activity without insight.

—Johann Wolfgang von Goethe [1]

10
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Identifying Leads

Our Social Listening team, led         by Mila Gessner, began working with an 
account team within IBM. The goal of this exercise was to see if we could 
analyze conversations taking place within social media venues, around the 
topics that were of interest to us or some pilot set of customers, to identify 
sales leads for our customer-facing marketing representatives. Team mem-
bers identified 10 accounts across a variety of industries. They also identi-
fied lines of businesses within these companies to focus on. A list of key 
IBM competitors relevant to these accounts and the industries and lines of 
business were identified. Using the methods already identified in this book, 
the team completed the data identification phase and determined the type 
of data, the sources of data, and the duration of data to be included in the 
analysis. After several iterations, team members were able to settle on a set of 
keywords to use to search for content for this analysis on a daily basis. Figure 
10.1 shows the process that was used in this phase.

Begin with an initial set of keywords for
accounts, domains, and industries

Fetch data based on keywords

Finalize the business rules for Data
Collection

Review to see if we are getting sufficient
and appropriate information

Revise keywords
as required

Figure 10.1 Process to finalize business rules for data collection.

The next step was to use an IBM software package called IBM Social 
Media Analytics (SMA) to        develop a model to perform social media analysis 
of all the content being pulled in through the data identification phase. The 
sales team and social analysis team worked together iteratively to settle on 
the keywords that were to be used for the topic areas that we were going to 
focus on. During the first couple of iterations of the model-building phase, 
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the teams realized that the list of keywords was really missing the mark. A 
separate effort was taken to identify the appropriate keywords for this proj-
ect. While this was going on, the teams also developed a model that took in 
the content being provided by the initial keywords filter and classified into a 
broad category called “Leads.” These are considered potential sales or service 
opportunities based on the model. The goal was to share this with the sales 
and sales support teams for further steps of lead qualification and follow-
through.

At the end of this phase, the teams had a strong list of keywords covering 
the following areas:

■ List of selected accounts—These are the names and aliases of the
accounts that the account teams selected for this pilot project.

■ List of industries—This is a validated list of industries that cover
the accounts we are interested in doing the listening for, such as
Retail, Banking, and Education.

■ Subject categories—These are the specific areas of business solu-
tions that we are interested in targeting such as Finance, Operations,
Information Technology, and Security.

Figure 10.2 illustrates      the process steps utilized in this phase.

Develop the model based on business
rules for categorizing data

Finalize the business rules for data
categorization

Data based on
business rules

List of selected
accounts

List of
industries

Subject
categories

Revise model as
required

Test the model

Figure 10.2 Process to finalize business rules for data categorization.
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Qualifying/Classifying Leads

As discussed           in the previous section, the output of the social listening 
team was a set of leads that could be analyzed on a daily basis. The team 
receiving the insights would look at the leads to identify which could be con-
sidered as real leads to be pursued.

One challenge encountered immediately was that there were too many 
potential leads but the actual number of leads to be pursued was very small. 
The busy salesforce was spending too much time reading through a large 
amount of social media updated in an attempt to identify which ones 
required action. In essence, the team had to wade through a number of 
results to find the most valuable items—sort of like looking for a needle in 
a pile of needles. One of the major problems was that of duplication; let us 
illustrate this with an example.

Suppose that the CIO of a bank gives an interview in a trade journal. In 
this interview, the CIO specifies that his company is about to revamp the 
technology infrastructure for supporting mobile access. This sounds like a 
clear opportunity that is worth exploring. The Social Listening Model that 
we had developed was designed to capture such cases and flag the story for 
further review and analysis by the sales team. However, what happened in 
this particular case (and in many other cases like these) is that the article 
was widely referenced in a variety of other journals, news sources, and social 
media venues. So, instead of having one lead about this opportunity, our 
system flagged over 100 references.

The team wrote a utility program to take the raw leads as input and weed 
out the duplicates. Team members first filtered out articles that had identi-
cal titles that brought the number of posts on this topic down to 70. What 
they noticed was that the same article would appear under a slightly differ-
ent title. The team broadened the definition of duplicates to include those 
articles whose title differed in only one, two, or three words. This process 
also involved active collaboration between the analyst and business teams to 
ensure that we were filtering enough but not too much!

This phase is typical in social media analysis projects. Even though the 
software makes a lot of advances in facilitating analysis of text, in certain 
phases manual intervention is critical to the success of the program. In our 
experience, this filtering/cleanup is highly specific to each deep analysis proj-
ect and could require a lot of investment in terms of people time. For the 
sake of this discussion, we have highlighted this simple example of dedupli-
cation          . This process is illustrated in Figure 10.3.
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Feed results back
to the utility

Subject matter experts 
review the results

Remove articles whose titles only
differ by 1, 2, or 3 words

Social media posts identified as
potential leads

Remove identical posts from
separate venues

Content forwarded to sales teams
for next steps

Figure 10.3 Process of eliminating duplicates.

The team would look at these leads and determine which leads to follow 
up on. After several months of using this approach, the team developed some 
logic and informal business rules for determining which leads have high 
potential. As of this writing, the team is looking at           further automating these 
basic “rules of thumb.”

Suggested Action

The analytics     and sales teams worked together through many situations to 
identify what the next step was going to be once a lead was identified. This 
part of the project was very subjective, but we are able to specify some sug-
gested actions to give you an idea of how to incorporate this in your specific 
project.

The main suggested action in each of these potential leads was to follow 
through in an attempt to determine if we can nurture the lead into a sale. 
This follow-through can take on several different forms.
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In this first example, let’s assume a user expresses an interest in a specific 
IBM product or service via Twitter. One suggestion is to respond back to 
the tweet with pointers to a specific white paper or customer testimonial 
providing more details about the product or service that the user showed an 
interest in. However, we can also perform some additional research on the 
Twitter handle to understand what sort of profile information we can gather 
about the user from the Twitter site. If, for example, we learn that this user 
is from the San Francisco Bay Area, we could send a personal invitation to 
an IBM event happening in the Bay Area of California, or wherever the user 
may be from. The point is, we can begin to establish an interest in providing 
more information and continuing the dialogue, which could perhaps lead to 
additional sales.

In another type of lead, we could uncover that a company has announced 
plans to investigate other markets or expand its product/service lines. We 
may have learned this through a news item or through a comment posted by 
the someone placed high in the company (such as the CIO) in social media 
channels or a blog. We could take this information and pass the lead on to 
the appropriate sales team in that region or city to explore potential sales 
opportunities further, perhaps getting the jump on some of our competitors.

In another example, we could stumble upon a person who shows interest 
in learning about some new technology—say, cognitive computing facili-
ties—being showcased by the IBM Watson  division in the health-care indus-
try. We may have learned this from a comment posted on a blog by an IBM 
subject matter expert. In this case, we would want to create a follow-up by 
posting a schedule of training events or conferences on the topic of cognitive 
computing given there seemed to be heightened interest. The hope is that 
when the person actually enrolls for a session, we can learn more about her 
specific situation to see if there are any potential sales leads to be explored.

Finally, let’s look at a specific example that we encountered on this proj-
ect. In the preceding section on qualifying leads, we gave an example of a 
bank. In this particular instance, the CIO of the bank had announced that it 
was in the process of revamping its entire mobile platform and was looking 
for solutions in the area of fraud prevention. When this lead was discov-
ered, IBM had recently acquired a company specializing in fraud detection 
in financial institutions. A number of steps were taken to follow up. First, 
an invitation was sent to this company for a conference where IBM was 
showcasing these services. Second, a specific meeting was arranged between 
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the management team of this bank and the appropriate IBM services team, 
along with the subject matter expert in fraud prevention. As a result of these 
two simple follow-ups, which originated from a discovery made in social 
media, our IBM sales teams were able to close on a deal with the bank and 
our new     fraud detection acquisition.

Support for Deep Analysis in Analytics Software

A lot of new development is happening within deep analysis in analytics 
software. In the following sections, we share a couple of examples of capa-
bilities in IBM Social Media Analytics that can assist analysts in their deep 
analysis projects. We illustrate these capabilities in the context of another 
real project that we encountered.

Topic Evolution

According to the SMA product documentation, Evolving Topics is 
defined as follows:

Evolving Topics is          a unique algorithm that will analyze social 
media content to discover threads of conversation emerging in 
social media. This is different than a general word cloud where the 
focus is on overall re-occurrence in social media. When you are 
going to analyze social media content, you specify the time frame 
you want to assess evolving topics. For example, discover topics 
that are emerging in social media over the last 30 days.

This feature will help analysts identify topics that they may not have 
known to include in the model. In 2013, for example, there was a mas-
sive disruption of activities due to floods. A social media analytics model 
was developed for understanding the issues and relief plans. When the team 
prepared the model, team members used some commonsense knowledge 
to decide on what keywords to search for. For the keywords they selected, 
a large amount of social media text was pulled into the model for analysis. 
The Top Evolution view from the SMA Package showed a number of terms 
that were part of the conversations that were happening around the floods 
in Calgary, Alberta, Canada. The analyst team did further research on many 
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of the new and unexpected terms and were able to enhance the model with 
richer and more relevant keywords such as yycflood and wearecalgary.

Figure 10.4 shows the Topic Evolution view for the   Calgary Floods 
project.

Figure 10.4 Topic Evolution view for the Calgary Floods project.

In our experience, this feature has served us well. For many listening proj-
ects, we do not typically get a well-thought-out list of keywords. The listen-
ing team starts out with a beginning list of keywords and then uses the Topic 
Evolution function iteratively to enhance the list of keywords. The typical 
process followed in “keywords” development using Topic Evolution is          illus-
trated in Figure 10.5.
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Do further research and decide whether to
update the model or mark this as complete

Categorize the keywords not already
reflected in the model

Run the model and review
topic evolution report

Irrelevant
keywords

Keywords to be
investigated

Model development completed

Start with a model

Update the model

Figure 10.5 Process for taking iterative steps to finalize the model.

Affinity Analysis in Reporting

In IBM Social Media Analytics, the reporting environment offers an 
Affinity measure for many reports. The Affinity measure         analyzes how 
closely two dimensions (or attributes of a dimension) are related to each 
other. This helps analysts gain insight about possible strengths, weaknesses, 
opportunities, or threat areas based on the affinity between the dimensions 
or attributes.

The Affinities measure is based on a statistical method that is known as 
the chi-square test of independence. This method estimates how often two 
dimensions should occur together if they were independent (for example, 
products and product features). It compares the estimate with the actual 
count and identifies whether the difference is statistically significant (either 
higher or lower than expected).
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For the Calgary Floods project, the   final model included a two-dimen-
sional affinity matrix (see Figure 10.6).

Figure 10.6 Complete affinity matrix for the Calgary Floods project.

The vertical dimension shows a variety of geographical regions or parts 
affected by the flood. The horizontal dimension shows a number of issues 
or problem areas. The color of the cell corresponding to each combination 
of the Region and Issue indicates how strong the relationship is between the 
two dimensions. The darker the color, the more statistically significant is the 
relationship. For example, the matrix shows that the issue about Donations 
is quite strong in the Mission region. Similarly, the issues about insurance are 
quite strong in the region called Elbow Park. A table such as this can be used 
to prioritize actions in response         to the issues when cities are faced with lim-
ited resources and limited time.

Figure 10.7 shows an expanded image of the top-left portion of this affin-
ity matrix.
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9
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33
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Figure 10.7 A small portion of the affinity matrix for the Calgary Floods project.

The color of the cell indicates the level of affinity. The color red indi-
cates a high affinity, orange is indicative of a medium affinity, and yellow 
indicates low affinity (gray is representative of no affinity or relationship). 
The number in each cell shows how many times the two dimensions occur 
together in the given dataset.

This         example shows that there is a strong correlation between driving 
issues and the region BonnyBrook; this is implied by the strong  red color of 
the cell. The same chart implies that the driving related concerns are not that 
relevant for the   Victoria Park region. You might notice that the cell associ-
ated with downtown and clean up has a big number (435); however, based on 
statistical weight, the affinity between these two dimensions is considered to 
be low.

Affinity analysis can be a very effective tool in understanding the relation-
ship between different dimensions of a model built for a particular use case. 
It becomes a critical tool for assisting with prioritization of the follow-up 
actions resulting from this phase of the analysis.

Summary

This chapter showed that dedicated analysts, with the help of adequate 
support from social media analytics tools, can perform a wide variety of 
sophisticated and complex analysis to help address the needs of their indi-
vidual use cases.
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Through a deep or more complex analysis of a dataset, we are able to 
produce a richer set of analytic mechanisms that provide a view into the data 
that might not be seen otherwise. Through the use of such tools as affinity 
matrices or Evolving Topic calculation, analysts can come to see patterns 
where similar terms or concepts continue to reveal themselves. Previously, 
we discussed concepts such as descriptive statistics, whose aim is to describe 
the dataset in an effort to draw conclusions. Here, in what we call deep 
analysis, we take descriptive statistics one step further by not only looking at 
how the data is grouped together, but rather how it is grouped together and 
what else is grouped around it or associated with it; then we look to under-
stand how those two concepts relate to each other.

This type of analysis doesn’t come cheap, in either CPU capacity or 
human deduction/reasoning. However, the results, when discovered, can 
be highly informative insights that lead analysts from data, to insights, and 
finally to knowledge.

Endnote
[1] von Goethe, Johann Wolfgang, Frederick Ungar, and Heinz Norden. Goethe’s World
View, Presented in His Reflections and Maxims: With New English Translations and the
German Original (New York: F. Ungar Publishing Co., 1963).
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An enterprise    social network (ESN) is an internal, private social network 
used to assist communication within a business [2]. As the number of com-
panies investing in ESNs grows, employees are discovering more and more 
ways to conduct business on the ESNs. 

IDC expects the worldwide enterprise social networks market revenue 
to grow from $1.46 billion in 2014 to $3.5 billion by 2019, representing a 
compound annual growth rate (CAGR) of 19.1%[3]. 

In Chapter 6, we described domain of analysis as an      important dimension 
of social media analytics. We broadly divide this domain into internal and 
external. A majority of our discussion so far has focused on insights that can 
be gleaned from content available in external public social media (such as 
Twitter). In this chapter, we focus on social media content that is generated 
inside a company’s firewall. This, we believe, is a very rich source of informa-
tion, and a variety of business insights can be generated from it. Here, we 
discuss the concepts and a few specific examples regarding how companies 
can take advantage of this ever-growing collection of social data inside their 
social networks.

169

The Enterprise Social 
Network

This is the end of business as usual.

—Brian Solis, Principal at Altimeter Group [1]

11
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Employee privacy is an     important consideration when looking at analytics 
based on enterprise social networks. We discuss how this was addressed for 
the Personal Social Dashboard use case in IBM. We want to utilize people’s 
individual posts to help create and leverage organization knowledge, but 
we need to do this without compromising the privacy rights of individual 
employees. We also describe how this was accomplished for the Personal 
Social Dashboard project.

Most of the content in this chapter is based on our personal experience 
with an IBM project called Project Breadcrumb, and     its primary use case is 
the IBM Personal Social Dashboard (or PSD). This project is a collaborative 
effort involving many people in IBM over the years. We want to specifically 
highlight the contributions of Marie Wallace (social        media strategist), David 
Robinson (big data architect), Jason Plurad (lead developer), Shiri Kremer-
Davidson (chief data scientist), Aroop Pandya (data architect), Santosh 
Borse (data acquisition), and Hardik Dave (initial CIO project lead). Marie 
Wallace has written and spoken about this project in a variety of external 
venues (including TED Talks). Most    of her writing on this project can be 
found on her website at http://allthingsanalytics.com/ [4].

Social Is Much More Than Just Collaboration

Many articles have been written about the benefits that companies are 
deriving from their investments in ESNs [5].

IBM first   deployed an ESN in 2009. ESNs were initially deployed to 
facilitate collaboration among employees. In our experience, they have 
turned out to do much more for the companies. Figure 11.1 illustrates some 
of the significant advantages afforded by ESNs, beyond other traditional 
means of collaboration and communication as described further in the sec-
tion that follows.

http://allthingsanalytics.com/
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Transparency of
Communication

• Email vs. micro-blogging

• Meetings vs. Communities

• Forums and Wikis

Frictionless
Redistribution of
Knowledge

• Social Bookmarking and Tagging

• Liking and Recommending

• Communities, Files, Forums, Blogs and Wikis

Deconstructing
Knowledge
Creation

• Social Content interactively tracking
contributors and contributions

• Breaking down knowledge into its
contributions and contributors

Serendipitous
Discovery and
Innovation

• Facilitating interchange of ideas across
geographical and organizational boundaries

• Disruptive Innovation occurs at network edges

Figure 11.1 Social is much more than just collaboration.

Transparency of Communication

When a CEO or a senior leader writes a blog in the ESN about the lat-
est quarterly results and encourages employees to openly respond with their 
comments, there is a great deal of transparency in communication     . This is 
not possible using traditional means of communication.

NOTE

The concepts we discuss in this section are based on the insight 
Marie Wallace shares    at http://allthingsanalytics.com/about/
archives/ [6].

http://allthingsanalytics.com/about/archives/
http://allthingsanalytics.com/about/archives/


ptg16373464

Social Media Analytics172

Frictionless Redistribution of Knowledge

When a piece of new information, technique, or finding is shared in an 
ESN, it reaches many members    of the network without any special extra 
effort on the part of the originator. We (Avinash) recently encountered an 
IT problem with my Lotus Notes Mail system . I worked with Help Desk 
and got my issue resolved. I shared this experience on my wall, and this 
information was available to members of my network immediately. If those 
people further shared this information    with their networks, this timesaving 
tip would be available to hundreds of employees within a short span of time 
and without any barriers.

Deconstructing Knowledge Creation

Discussion forums are a common feature of ESNs. These forums are cre-
ated to elicit comments       and ideas from different people on a given topic. 
Many times the forums are started with a description of a problem, and 
during the course of the discussion, after several members contribute, a solu-
tion emerges. This process not only creates knowledge that the company can 
leverage in the future but also distinctly identifies knowledge creators.

Serendipitous Discovery and Innovation

By far, the biggest benefit of ESNs in my experience is accidental dis-
covery of useful nuggets of information. In October 2014, I was in the pro-
cess of preparing a presentation for a talk that I was going to give at IBM’s 
Insight 2014 conference       in Las Vegas. As part of our ESN’s features, I get 
a newsfeed of posts from the people I follow. One day I came across a post 
that referenced a study by MIT and Deloitte directly related to the subject 
of my talk. I was able to quickly take this information into account and 
enhance my presentation.

Enterprise Social Network Is the Memory of 
the Organization

Employee-to-employee interactions in an ESN are   obviously quite valu-
able. When I have a question about a new product or process, somebody else 
generally responds with an answer. In many ways, then, this transaction is 
complete   .
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NOTE

The concepts we discuss in this section are based on the 
insight Marie Wallace shares at http://allthingsanalytics.
com/2013/10/02/is-it-time-to-bin-the-enterprise-social-
network/ [7].

Figure 11.2 illustrates a subset of actual transactions that can take place in 
an ESN. You can see that, over time, various transactions are initiated and 
completed in the network. As time goes   on, the network becomes the mem-
ory of the organization. Even though this may not have been the intent or 
the goal, the ESN ends up leaving breadcrumbs to indicate what people are 
doing and how they are behaving in different business situations. We con-
tend that this is a very critical but underutilized resource in companies. This 
information can be mined for valuable insights with the help of analytics.

The Greatest Value Is What It Leaves Behind… 

Enterprise 
Social

Network

Asked
a Questionon

Answered
a Question

Shared
a Document

Liked a
Blog Post

Closed a
Customer
Problem Report

Got
a Promotion

Visited
a Customer

Tagged
a Person

Viewed
a Web Page

Started a
Business Process

Figure 11.2 Greatest value is what it leaves behind.

http://allthingsanalytics.com/about/archives/com/2013/10/02/is-it-time-to-bin-the-enterprise-social-network/
http://allthingsanalytics.com/about/archives/com/2013/10/02/is-it-time-to-bin-the-enterprise-social-network/
http://allthingsanalytics.com/about/archives/com/2013/10/02/is-it-time-to-bin-the-enterprise-social-network/
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Understanding the Enterprise Graph

We have now established the value of the information left behind by 
social interactions in an ESN. The storage technology that is optimal for this 
type of information is called graph storage. A specific instance of this type 
of graph for a specific company is called the Enterprise Graph. In an ideal 
implementation, the Enterprise Graph combines transactional, social, and 
business data and also provides a knowledge base to perform analysis such 
as influence, social proximity, reputation, retention, performance, expertise, 
and more.

The basic components of an Enterprise Graph, shown in Figure 11.3, are 
as follows:

■ Data Sources—This        is any source of data or metadata that we are
interested in including in the Enterprise Graph. This includes social
interaction data from an enterprise social network. For example, con-
sider profile status updates and comments from everybody in a per-
son’s social network, including likes and tags.

■ Data Services—Data Services    enable business applications to con-
tribute data to the ESN via data APIs. For example, an application
that compensates employees with a reward or recognition will utilize
services (APIs) to contribute to profile status updates with the infor-
mation about awards.

■ Graph Store—This   is the physical storage utilized to store all of the
interactional data that we are interested in analyzing. Graph APIs
make interactional data easily consumable by analytics and business
applications. For example, for an organization of 100 people, the
graph contains a node for each person in the organization and an
edge for each transaction between two nodes. As a result, the graph
contains information about who did with what with whom and when
(in the ESN).

■ Analytics—Analytics    algorithms generate graph-centric insights such
as influence, expertise, and reputation. For example, the algorithms
can compute a rank-ordered list of people with the maximum num-
ber of likes on their profiles.

■ Analytics Services—Analytics    services make graph analytics easily
consumable by business applications via analytics APIs. For example,
an Expertise Locator application can query the graph using analytics
services to identify a topic expert who is also very active in the ESN.
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Business Applications
(Leveraging Insights)

Analytics Services
(Provide Insights)

Analytics
(Insights)

Graph Store

Data Sources

Business Applications
(Generating Data)

Report for Business
Consumption and Action

Data Services

Figure 11.3 Basic components of an Enterprise Graph.

We can     implement a number of useful applications that leverage the 
information from the graph. In the following sections, we describe one such 
application called the Personal Social Dashboard.

Personal Social Dashboard: Details of 
Implementation

The Personal Social Dashboard (see Figure 11.4) is based on a project 
in IBM. Internally, IBM uses an      ESN based on IBM Connections, which 
includes a variety of features such as profiles, communities, forums, blogs, 
wikis, files, and bookmarks. The ESN is available to all IBMers, and there 
are varying levels of adoption and use of connections across business units 
and across geographies. Two groups of stakeholders are served by this appli-
cation: individual employees and management.

The main objective for the individual employees is to help them under-
stand their social impact and how to effectively activate their network for 
maximum value. For management, the objective is to help managers and 
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executives understand how teams collaborate and to help them increase col-
lective value.

Personal Social
Dashboard

Enterprise Graph
Interactional Data
from Enterprise
Social Network

IBM Employee
Viewing the
Dashboard

Figure 11.4 Personal Social Dashboard is an application based on the Enterprise Graph.

Before we could process metadata about IBM employees’ social activities, 
we needed to follow an internal privacy evaluation and approval process. We 
were granted the approval based on the following agreements:

1. We will share the individual scorecard only with the individual who
is signed into the system.

2. The overall engagement score or individual component scores will
not be made available to anybody else.

3. We can share aggregate reports utilizing overall scores and com-
ponent scores for groups, divisions, or countries to management
teams; however, all such reports will be anonymized.

Some benefits that can be derived from an implementation of an applica-
tion like the Personal Social Dashboard      include the following:

■ The scorecard evokes a sense of competition, and people tend to
want to improve their scores, which improves adoption of the enter-
prise social network and thus improves social collaboration.

■ The component scores give employees hints about what activities will
contribute to their scores (activity versus reaction). This will enable
employees to focus more on creating content that is valued by oth-
ers and thus improve their individual eminence, which in turn adds
value to the business unit.
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■ The Personal Social Dashboard also provides a very detailed (anony-
mized) view of average scores by country and by business unit. This
has already assisted managers and executives in understanding how
ESNs are being utilized in their organizations and countries.

Key Performance Indicators (KPIs)

Based on extensive research conducted by the IBM Research team in 
Haifa, the IBM project team settled on four KPIs to represent or measure 
employee engagement [8]. The four KPIs represent four social behaviors:

■ Activity Scorecard—Measures        the person’s periodic social activity 
effort; computed based on number of activities.

■ Reaction Scorecard—Measures        how the person’s content is per-
ceived by others; focuses on quality of activity based on reactions to
it.

■ Eminence Scorecard—Measures        how the person is perceived by oth-
ers; focuses on number of people interacting with the person or his
content.

■ Network Scorecard—Measures        the person’s network; initially 
focuses on size—both network and followers.

The main page of the dashboard shows a composite score as well as the
score of the four individual subcomponents (see Figure 11.5). To illustrate 
the capabilities of this application, we utilize Avinash’s scores and scorecard. 
The scorecard shows an overall score of 81. There is also a trend graph that 
plots Avinash’s score over the past six months. The bottom half of the screen 
shows the four subcomponent scores and a comparison of Avinash’s scores 
against an average of the organizational unit that he belongs to. For instance, 
his activity score of 76 is higher than the average activity score for his organi-
zation, which is 18. Similarly, we are able to compare Avinash’s other com-
ponent scores against his organization’s average score.
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Figure 11.5 Personal Social Dashboard: home page.

How Does This Score Compare Against Others?
Figure 11.6 shows that Avinash’s overall score gives him a rank of 410 

within IBM, and there are 84 other people who have the same score as he 
does. Within his organization (T&O), he has a rank of 88, and there are 20 
other people in the organization who have the same score.

Figure 11.6 Comparison of Avinash’s score with others.
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Activity Scoreboard
The discussion        in this and the following three sections considers the 

reader as an employee.
Are you, as an employee, actively engaging with people on a regular basis? 

This measure is calculated by analyzing your various activities in relation to 
other employees, placing emphasis on more involved contributions (creating 
content, commenting, and so on) and less emphasis on the lighter-weight 
ones (reading, liking, and so on). This is illustrated in Figure 11.7.

Figure 11.7 Personal Social Dashboard: activity.

This scorecard also shows the counts of the following six additional fac-
tors that collectively influence the overall Activity score:

■ Containers You Created—Are you creating collaboration spaces
where people can engage? Are you taking an active leadership in
providing an environment for sharing? This drill-down provides the
number of blogs, communities, forums, or wikis you have created.

■ Content You Created—Have you been making an effort to provide
content to the social network? This drill-down provides a count of
what you have created (files, posts, status updates, and the like).
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■ Content You Shared—Have you been sharing interesting content
with your colleagues? This drill-down provides a count of content
you have shared (files, posts, status updates, and so on).

■ Content You Edited—Are you contributing to the content created
by your colleagues? This drill-down provides a count of content you
have edited (pages, files, and so on).

■ Content You Liked—Are you generous with your positive feedback?
This drill-down provides a count of the content you have liked.

■ Content You Tagged—Do you like to help the system to better
qualify and organize the content? Or do you give your colleagues a
thumbs-up by specifically tagging them with an expertise or skill?
This drill-down provides a count        of the content you have tagged.

Reaction Scorecard
Does your        content generate a reaction from your fellow employees? This 

measure (see Figure 11.8) is calculated by analyzing your colleagues’ activi-
ties on your content, placing more emphasis on engaged contributions (com-
ments, likes) and less emphasis on the more passive ones (reads, follows).

Figure 11.8 Personal Social Dashboard: reaction.
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It also shows the counts of the following six additional factors that collec-
tively influence the overall Reaction score:

■ Commented on your content—Do people like to give you feedback
on your content and share their opinions? This drill-down provides
the number of comments that your content has received.

■ File downloads—Do people download and read the content in the
files that you uploaded? This drill-down provides the number of file
downloads you have received.

■ Liked your content—Do people like your content? This drill-down
provides the number of likes your content has received.

■ Tagged your content—Do people tag your content? This drill-down
provides the number of tags that people have applied to your con-
tent.

■ Shared your content—Do people like to share your content with
their colleagues? This drill-down provides the number of times peo-
ple have shared your content.

■ Followed your content—Do people like to keep track of your con-
tent by following it so they get updates when it is modified? This
drill-down provides        the number of times that people have followed
your content.

Eminence Scorecard
Do people value        your opinion? Do they listen when you talk? This mea-

sure is calculated by analyzing how your colleagues interact with you (as an 
individual) and your content (as a reflection of their opinions). This is illus-
trated in Figure 11.9.
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Figure 11.9 Personal Social Dashboard: eminence.

 It places more emphasis on actions directed at you (tagging your profile, 
mentioning you in status updates, or following you) and less emphasis on 
those directed at your content (comments, likes, and so on).

It also shows the counts of the following four additional factors that col-
lectively influence the overall Eminence score:

■ People interacted with you—Do people like to regularly engage
with you directly? This drill-down provides the number of people
who have interacted with you directly (posted to your board, men-
tioned you in a status update, tagged you, shared something with
you).

■ People interacted with your content—Do people like to regularly
engage with your content? This drill-down provides the number of
people who commented on your content (shared their opinion).

■ People who value your content—Do people value your content?
This drill-down provides the number of people who liked your
content.

■ People connected with you—Do people like to be part of your net-
work? This drill-down provides the number of people who followed
or befriended you       .
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Network Scorecard
The Network scorecard        focuses on the network size and diversity (see 

Figure 11.10).

Figure 11.10 Personal Social Dashboard: network.

It also shows the counts of the following three additional factors that col-
lectively influence the overall Network score:

■ People you are following—How many people do you follow to keep
up with what they are doing and saying? This drill-down provides the
number of people that you are following.

■ People who are following you—How many people like to follow
what you are doing and saying? Are you speaking into the void? This
drill-down provides a count of the people following you.

■ Friends—Do you have a rich network of colleagues that you are con-
nected to? This drill-down provides a count of the people you are
friends with       .

Assessing Business Benefits from Social Graph Data

An analytics team in IBM decided to study the impact of social behavior 
on business outcomes.

Over the first half of 2014, the team analyzed IBM’s Enterprise Graph 
(year 2013 data), IBM patents (about 4,500 patents), and      customer advo-
cacy data (for about 4,000 people). They concluded that there is a statisti-
cally significant positive correlation between high social engagement scores, 
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as captured in the social graph, and the number of patents. In addition, there 
is a statistically positive correlation between high social engagement scores 
and the likelihood of getting selected as a customer advocate.

Additional insights can be gathered by studying the scores of groups of 
people. Figure 11.11 shows the hypothetical score distribution of a possible 
department or division in an organization.
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Figure 11.11 Score distribution for a hypothetical group.

An analysis of these scores can yield different results and insights. One 
such insight is that a large number of people seem to have a decent Network 
score, but only a small number of people are doing well in terms of other 
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scores, as illustrated in Figure 11.12. One interpretation is that people focus 
on building their networks but forget to engage. By the way, this is a com-
mon pattern that we observe when we study different groups.
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Figure 11.12 Insights from aggregate scores     .

What’s Next for the Enterprise Graph?

The Personal Social Dashboard has      been used extensively to provide plat-
form-level metrics such as the number of social activities of certain types. 
The team is looking to move beyond this to some metrics related to busi-
ness outcomes. Can we show that increased social behavior of certain types 
can result in positive business outcomes at the department, business unit, or 
company level?
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■ Sales outcomes—If    we include sales-related data such as number of
leads, number of opportunities, number of proposals completed, and
amount of revenue generated, can we attempt to find social behaviors
that contribute to positive sales performance?

■ Employee performance outcomes—If we     include data such as p ro-
motions, awards, successful project completions, and recognitions,
can we attempt to find social behaviors that improve employee per-
formance outcomes?

■ APIs—Application Programming Interfaces    enable other business
applications to provide new data that can be added to the Enterprise
Graph and      to consume and enhance (or report) graph analytics.

Summary

So far in this book, we have primarily focused on the business benefits 
that can be gained by using social media analytics on external social media 
data. In this chapter, we discussed the business value that can be gleaned 
from internal social media or employee contributions in a company’s enter-
prise social network. We illustrated the concepts and benefits using a specific 
application called the Personal Social Dashboard. We hope you get an idea 
of how social media analytics can be beneficial for analyzing content in your 
company’s ESN. 
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From   what we can tell, Murphy’s Law (which in its most famous form 
states: “If anything can go wrong, it will”) was supposedly first coined at 
Edwards Air Force Base in the United States around 1949. While many 
seem to claim credit for the concept, it appears that it was named after Capt. 
Edward A. Murphy, an   engineer working on a project for the Air Force to 
see how much sudden deceleration a pilot could withstand in a crash. As the 
story goes, one day, after finding that a piece of equipment was wired incor-
rectly, Captain Murphy cursed the technician responsible and said, “If there 
is any way to do it wrong, he’ll find it.” The contractor’s project manager 
kept a list of “laws” and upon hearing this statement added this to his list, 
which he simply called Murphy’s Law.

Sometime afterward, an Air Force doctor, Dr. John Paul Stapp, who  par-
ticipated in the deceleration project, rode a sled on a track to a stop at rate of 
over 40 Gs (or about 392 meters per second squared). When he gave a press 
conference, he noted that their good safety record on the project was due to 
a firm belief in Murphy’s Law and in the necessity to try to circumvent it. 
The rest, as they say, is history.

189

Murphy Was Right! 
The Art of What Could 
Go Wrong

It is an established fact that in nine cases out of ten whatever 
can go wrong in a magical performance will do so.

—Adam Hull Shirk, as quoted in Murphy’s Law [1]

12
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And so it is with analytics and text analytics in particular. Regardless of 
the amount of planning or forethought put into a project, something always 
goes wrong. Sometimes it’s something small, perhaps an oversight; other 
times it could be as large as making some incorrect assumptions and having 
to start from the beginning. No matter, the objective isn’t to remove all pos-
sibilities of things going wrong, but rather simply to be prepared for them.

Recap: The Social Analytics Process

Up to this point in this book, we have discussed the various steps we need 
to take on the journey to analyze social media content. We’ve tried to focus 
on the “what’s possible” rather than the “how to” because tools and data 
sources are constantly changing and evolving. But more importantly, we’ve 
tried to take a logical step-by-step discussion of what needs to be done in 
performing an analysis, from posing a question, to gathering and cleaning 
data, and   then on to doing the analysis. Consider the diagram in Figure 12.1. 
Many of the steps in this diagram have been discussed in previous chapters 
and should be familiar to you. The thing to consider is that an analysis isn’t 
a single, well-defined set of steps; it tends to be quite iterative in nature. That 
is, we try something, perhaps searching for a set of data; if it appears we have 
the correct data sources, we go on to the next step to collect data points. If 
we then determine we don’t have enough data or the correct data, we go 
back and look for new sources rather than continue with faulty information. 
Over time, as we iterate through the problem, the answers begin to emerge.

This is the thrust of this chapter: what can (and probably will) go wrong 
in each of the steps along the way.

While Figure 12.1 represents our view of an iterative approach to an ana-
lytic analysis, it’s impossible to diagram every step of a process, especially as 
we make subtle changes to tools or search terms. However, we believe this 
represents a respectable view of the process and therefore the points where 
things could go wrong.

Previously, we described the process as the five Ws—Who, What, Where, 
When, and Why. Having a crisp description of what we are looking for may 
seem obvious to most (step 1 in Figure 12.1), but sometimes we can be stub-
born. Often we don’t think that the question    we are asking is the right one, 
or perhaps we need to modify it. We see this later in the examples, but for 
now, we express the first step as “defining the problem” or perhaps simply 
“posing a question to be answered.” For example, “What do teenagers think 

Social Media Analytics190



ptg16373464

12: Murphy Was Right! The Art of What Could Go Wrong 191

of the latest movie trailer for an upcoming new release?” or “How is our 
brand perceived in the European marketplace?”
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Figure 12.1 The social analytics process.

Obviously, when we know the question we want to answer, our next step 
(labeled step 2 in Figure 12.1) is to    find the data that will help us uncover 
that answer. This shouldn’t be a long, tedious step, but it’s important, if 
nothing else, as a litmus test regarding the analysis. By this, we mean that if 
we check for data around this topic, and we find sufficient evidence that is 
enough to produce a meaningful result, we can (and should) proceed for an 
analysis. How do we know that we have enough data? The real answer is: We 
don’t. At least not until we’ve done an analysis to see if there is a sufficient 
number of results to warrant a conclusion. But again, a quick scan of social 
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media sites or search on Twitter can give us a gut feel that we do or do not 
have enough material to work with. If we don’t, perhaps, as the diagram 
shows, we need to modify the question we are trying to answer.

When       we believe there is sufficient data for our analysis, we then need to 
go out and collect as much as we can from a variety of social media venues 
(step 3). Although we may ensure that we include a particular set of sites, if 
we’re going to use a search engine or a message board aggregator (we tend 
to use Boardreader because   it’s tightly integrated with IBM’s Social Media 
Analytics [SMA] product) but we can’t be quite sure what sites or content 
will be returned. This isn’t a bad thing; the problem is that there are so many 
social sites that could possibly contain content relevant to our question. The 
work done in step 2 was just a cursory check; now we put in a set of key-
words     and ask for all the matches.

Developing a data model (step 4) is a    process or method that we use to 
organize data elements and standardize how the individual data elements 
relate to each other. This step is important because we want to run a com-
puter program over the data; we need a way to tell the computer which 
words or themes are important and if certain words relate to the topic we 
are exploring. For example, if we were looking at job titles or descriptions, 
the word architect may come up. If we were specifically interested in the 
computer field and information technology professionals, we would want 
to qualify the word architect with some technical words such as network so 
that we could find network architect or terms such as system or computer to 
uncover discussion around system architect or computer architect. This     is what 
a data model does for us: it defines our “universe” and creates relationships 
between words and phrases so that we can make sense of the data during our 
analysis.

In the analysis of our data, it’s handy to have several tools available at our 
disposal to gain a different perspective on discussions taking place around 
the topic. We like to call this “our bag of tricks.” In some cases, it may 
make sense to look at a word cloud of conversation, and in others, it may 
make sense to watch a word cloud evolve over time (so computing a time 
series word cloud may make sense). When we talk about step 5a, augment-
ing   the tools, that’s really about configuring them to perform at peak for a 
particular task. For example, thinking about a word cloud again, if we took 
a large amount of data around computer professionals, say the IT architect 
example from the previous step, and built a word cloud, no doubt the largest 
word in the cloud would be architect. (Remember, in word clouds, the more 
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frequent a word is used, the larger it becomes in relation to the other words.) 
So here, we might create our initial cloud, see that architect is overwhelm-
ing the cloud, and simply change the configuration to eliminate that word. 
Think about it: we know the data collected has to do with IT architects, so    
why do we need to show it in our cloud? By eliminating it, we allow other 
words to stand out and perhaps reveal some insights. This is the iterative 
process at its best. In the Lance Armstrong example from Chapter 9, we ran 
several iterations, removing words like lance, lancearmstrong, armstong, and 
Oprah until we had a word cloud without the very obvious terms.

This analysis is also about tool usage. Some tools may do a great job at 
determining sentiment, whereas others may do a better job at breaking down 
text into grammatical form (noun, verb, adjective, and so on) that enable us 
to better understand the meanings and use of various words or phrases.

As we said, it is difficult to enumerate each and every step to take on an 
analytical journey. It is very much an iterative approach (perhaps we should 
call it “exploratory analysis”) as there is no prescribed way of doing things. 
But with that said, let’s take a look at some of these steps and see where 
things can (and undoubtedly, will) go wrong.

Finding the Right Data

Torture the data, and it will confess to anything.

—Ronald Coase, Economics, Nobel Prize Laureate [2]

Data is the   fundamental building block upon which we build our analy-
sis. As we discussed previously, data is created in a wide variety of blogs, 
wikis, and microblog sites across the Internet. Every website we visit, every 
post we make in social media, every picture or video we upload—everything. 
Because there is so much data available to us across the Internet, sometimes 
finding the “right” data can be challenging. Often the data we find or gather 
for an analysis is directly related to the topic we are investigating; however, 
often the data isn’t what it seems.

In 2012, there             was a scandal involving Chinese factory workers and the 
conditions under which they were expected to work. Several US-based firms 
were “called out” in the press for using these companies in the production of 
their products.
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The question we were trying to answer was: 
“Is IBM being associated with potential “bad press” in any of the social media 

venues?” And if so, where? Also, what is the perception of IBM in relation to its 
competitors?

A quick manual survey of various wiki and blog sites showed there was 
indeed conversation happening around this particular event and factory. 
With that in mind, our plan was to mine the social media space for any 
occurrence of the particular factory which included mentions of IBM and 
then build a more comprehensive model to understand the conversations. 
This model would consist of key terminologies that may (or may not) reflect 
the public’s perception of the factory worker’s concerns. Later revisions 
would then take this analysis and segment it by various competitors to see 
how IBM was viewed amongst its competitors. 

Upon collecting all of the available data and subjecting it to our analytic 
model, we began to build a set of insights. One of the first metrics we pro-
duced was a count of the number of mentions This is the number of times 
various companies, including IBM, were mentioned in all of the social media 
content that we were able to collect. We also began to summarize the loca-
tions where these conversations were taking place. This is an important piece 
of           information not only for obtaining unsolicited opinions but also for mar-
keting and relationship building. There may be a time when we may want to 
participate in the conversation. 

We plotted this information on a bar graph using two bars for each com-
pany (Figure 12.2). The first bar in each grouping (on the left) shows data 
that we first collected (labeled “no city specified”). At first glance, this looks 
like a major problem for IBM. The graph is showing that there are a large 
number of references to IBM in the context of this company and the work-
ing conditions in various Chinese factories. 

A closer look             at our results showed that this particular company operated 
many different factories across China and Asia in general. Our first interpre-
tation was that people were associating IBM with this event. However, we 
came to realize that the poor working conditions were limited to a factory in 
a single city. Once we realized that, we limited our model to that particular 
city and then any mentions of IBM and its competitors. The result was the 
second bar (the one on the right in each grouping) in Figure 12.2 (labeled 
“in the context of a city”). As it turned out, there was no association of IBM 
and the factory in question. 
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Figure 12.2 Mentions of IBM (and others) in relation to poor working conditions in China.

The reason we received these types of results wasn’t so much that our data 
was flawed; but for this particular analysis, it just wasn’t scoped properly. 
The moral of this story: double-check your findings early and often. Had we 
continued to build out a full analysis based on this data, it would have been 
like attempting to ask the crowd at a baseball game what they thought about 
a movie premiere; that is, data about a topic from a completely unrelated 
source.

Communicating Clearly

Speak clearly, if you speak at all; carve every word before you let it fall.

—Oliver Wendell Holmes, Sr. [3]

What makes            social media analytics, or any kind of text analytics for the 
matter, difficult is that most of the data we’re looking to analyze is unstruc-
tured or—maybe better said—not consistent. The problem is that we 
humans have different ways of saying the same thing. What we say or how 
we say it may make sense to us, but often it is unclear to others. The English 
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language is funny; many people claim it’s one of the hardest languages to 
master. Consider the case of words that are classified as homonyms (words 
that have the same spelling and pronunciation but have different meanings).

Remember in Chapter 2 when we discussed the refinement of our data 
(separating the wheat from the chaff), we showed an example of inadver-
tently including data that wasn’t related to our problem, and we showed the 
use of the words Apple and sapphire. These examples involved homonyms, 
which can be some of the most difficult problems to overcome in this space.

We’ve seen           a number of these issues when we start a new analysis. Let’s 
take our analysis of financial institutions as an example. We were looking at 
how the public views various banking establishments and what their views 
on savings were.

One of the banks we tried to gather social discussion on was Citibank . It 
has a very active Twitter account, and a quick search for viable information 
showed a fairly high level of activity. In our collection of data, we uncovered 
other banks that were also generating a fair amount of social media men-
tions. In Table 12.1, these banks are labeled Bank-1, Bank-2, and Bank-3.

Table 12.1 Preliminary Social Media Search Results Around Customer Satisfaction in Banking

Rates Customer 
Service

Loans Security Product* Misc

Bank-1 3,041 715 4,021 1,405 4,913/320 401

Citibank 4,403 1,107 3,507 1,316 3,121/231 3,109

Bank-2 2,591 1,109 807 641 1,789,102 353

Bank-3 2,787 853 1,781 723 1,832,256 206

What’s interesting about this bank is that it has a number of Twitter 
handles for specific geographies—for example, @citibankau (Australia), 
@citibankIN (Citibank Indonesia), and @citibankeurope. Consequently, 
our assumption was that the data we were collecting was for US banks 
(which was the scope of our experiment). What we forgot about was the 
fact that Citibank also sponsors a baseball stadium for the New York Mets 
in New York City. So as we pulled information from Twitter, we used the 
search term citi (as well as a few others like @citibank, and so on). When we 
did the first pass at our analysis, we had some preliminary statistics, as shown 
in Table 12.1.

One of the topics we included in our analysis was the public’s percep-
tion of certificate of deposit (CD) rates and offerings from various banks. In 
this instance, when we were gathering data, we included reference to home 
(mortgage) loans, refinancing, lines of credit, and CDs.
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Unfortunately, the term CD is another homonym:

CD, as in certificate of deposit
CD, as in compact disc

In Table 12.1, notice the large amount of discussion around bank prod-
ucts (CDs were grouped under Products). We had to rework our data model 
to qualify the word CD with the word bank. This showed a bit of improve-
ment, and things got a little better, but a quick look at Figure 12.3 shows the 
kinds of tweets we were still collecting. Clearly, we still had more work to 
do. The good thing was that the incorrect (and the correct) use of the word 
CD was applied to all the banks. That just means we had less confidence in 
discussion around that topic          .

Figure 12.3 Trying to qualify the word CD with Bank—close but not perfect.

Our bigger problem was with the references to baseball around Citibank. 
The odd part of this was the more than 3,000 uncategorized statements for 
Citibank. We expected a number of comments or tweets to be uncategoriz-
able, but this number was off by a factor of 100× compared to the others. A 
closer inspection showed a large number of references to baseball and sports. 
This result wasn’t too unusual because we knew that many large corpora-
tions (banks included) sponsor sporting events or teams. But then we uncov-
ered tweets such as shown in Figure 12.4.

Figure 12.4 Tweet not directly related to banking with Citibank.

While   this was potentially an important message if we were looking only 
at Citibank (and the positive sentiment surrounding its backing of a baseball 
team), in this case, such tweets were not at all relevant to our experiment.
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We had two choices at this point. Referring back to Figure 12.1, we could:

■ Rework the question we were trying to answer (step 1)
■ Look to eliminate discussion about citi field (step 4)

NOTE

Because our original project was to understand the public’s view 
of banking services and not their general like or dislike of a par-
ticular bank, we chose to rework our data model to eliminate 
references to baseball and           citi field since they are not related to 
banking services.

Choosing Filter Words Carefully

Part of IBM’s Social Media Analytics offering was not only the tools to 
perform the computations          and analysis of unstructured data, but also a ser-
vice to allow different groups inside IBM to pull data off the Twitter stream 
for a variety of applications. Because this was a “self-service” application, 
our group didn’t vet any of the search terms used by the various groups. 
In one case, one of the teams wanted to track the number of times a spe-
cific set of users had their tweets “favorited” or, in Facebook terms, “liked.” 
Unfortunately, this team didn’t understand the concept of how to collect 
data with our tools. Instead of detecting a like, they simply watched the 
Twitter stream for any use of the word like! Given the hundreds of millions 
of messages tweeted in a given day, you can imagine how many would use 
the word like in their tweets. As a result, we were delivering approximately 
1 million tweets per hour to their application, 99% of which were irrelevant 
due to the incorrect collection rules. If left unattended, the analysis of that 
data would result in a useless set of insights or results.

Understanding That Sometimes Less Is More

Because we are programmatically pulling data into our analytics software, 
we sometimes have to           be careful not only about the mislabeling of data, but 
in this case the duplication of data.
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In one case, we were looking at a number of issues across the information 
technology industry, and we wanted to see where IBM ranked in the discus-
sion along with several leaders in this space. When we pulled our data and 
started to group the number of mentions by company, we produced a graph 
that looked something like Figure 12.5.
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Figure 12.5 Count of mentions for technology companies.

Upon careful inspection, we discovered that many of the items in our data 
collection were duplicated entries. For example, the mentions around apple
numbered around 347 specific references; Microsoft, about 95; and so on. 
Our analytics just didn’t look right as we continued our analysis, and even-
tually, we realized that many of the entries in the sample were duplicates.

How could this be?
Consider a URL to a specific story on the http://thecrux.com website. 

(Note that we are not pointing  out any flaws on this site at all; this is just a 
random example illustrating how two new entries can appear to be two sepa-
rate entities.)

If we look at a news story about the prediction of the next financial crisis, 
the Web URL is:

http://thecrux.com
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http://thecrux.com/dyncontent/psibookmf_next-big-financial-
crisis-coming-soon/?cid=MKT015071&eid=MKT035893&snaid=
&step=start

So if we pull data  from this site (assuming we used the keywords hedge-
fund and crisis), it would be mapped to that URL as the source. But say 
another web page linked to it and used this URL:

http://thecrux.com/dyncontent/psibookmf_next-big-financial-
crisis-coming-soon/?cid=MKT015071&eid=MKT035893

In this           case, both would return the same exact content, but because the 
URLs are different (notice the missing &snaid=&step=start at the end of the 
second URL), they appear to come from different sites.

We implemented a data duplication algorithm in our process, and as a 
result, the number of unique mentions of apple went from 347 to about 81 
(just as Microsoft went from 95 to 34). The number of items for the other 
entities also decreased significantly, forcing us to reevaluate our data sources 
and keywords to search for more data. Note that our process of eliminating 
data is different from data deduplication. The   concept behind data dedupli-
cation is essentially to save on storage (and the repeated storing of the same 
object). Data deduplication (sometimes called single-instance storage) is a 
technique that is often used to reduce storage needs by eliminating redun-
dant data. In many cases, only a single unique instance of an item is retained 
in an archive; any redundant use of the same item is simply replaced with a 
pointer to the single copy.

Think of email as an example. How many times has someone sent a large 
file to a large distribution list, only to have numerous people “reply with 
history” and forward a copy of the large file. In the end, everyone’s email 
inbox gets flooded with numerous copies of the same large file. By using 
a data deduplication technique, only one instance of that large file would 
be stored, and all subsequent uses would simply point back to the original. 
In our case, we didn’t want that. If the item of text (or discussion) was the 
same, we simply wanted to remove the redundant entry from our analysis. If 
someone made reference to the URL pointing to the content, that was fine. 
But if someone cut and pasted the content from one URL to             a unique URL, 
we would eliminate the second source.

http://thecrux.com/dyncontent/psibookmf_next-big-financial-crisis-coming-soon/?cid=MKT015071&eid=MKT035893&snaid=&step=start
http://thecrux.com/dyncontent/psibookmf_next-big-financial-crisis-coming-soon/?cid=MKT015071&eid=MKT035893&snaid=&step=start
http://thecrux.com/dyncontent/psibookmf_next-big-financial-crisis-coming-soon/?cid=MKT015071&eid=MKT035893
http://thecrux.com/dyncontent/psibookmf_next-big-financial-crisis-coming-soon/?cid=MKT015071&eid=MKT035893
http://thecrux.com/dyncontent/psibookmf_next-big-financial-crisis-coming-soon/?cid=MKT015071&eid=MKT035893&snaid=&step=start
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Customizing and Modifying Tools

In many cases, we’ve found that most of the tools that we use in our work 
need some kind of additional configuration. Mostly, we find this when we 
attempt to look at things such as sentiment, where we are trying to under-
stand if people are speaking positively or negatively about a topic. The rea-
son for this is that most tools use a simple dictionary lookup of words to 
calculate        if a statement is expressing a positive or negative thought. To illus-
trate this, consider the following tweet:

Customer Service for xyz company is the worst I’ve ever seen.

Most applications will scan over the words used in a set of text and simply 
add up all the positive words and all the negative words. They then subtract 
the count of positive words from the count of negative words to produce a 
score:

Positive Score – Negative Score = Sentiment Score

If that score is positive (that is, there were more positive words than nega-
tive), the overall sentiment is said to be positive. If the count of negative 
words is higher than the count of positive words, the subtraction of the 
positive word count from the negative will produce a negative number, indi-
cating an overall negative sentiment.

In the preceding example, if we were to use this scoring method, we could 
derive:

A count of zero for the positive terms (there were no clearly posi-
tive words in the text)
A count of one for the negative terms (the word worst)

And then using the preceding formula, we would derive an overall senti-
ment score of:

0 (the positive score) – 1 (the negative score) = –1

So in this        case, we would obtain a score of –1, indicating that the text is 
basically presenting a negative sentiment. There can be many variations on 
this algorithm, which tends to produce several shades of gray in the answer. 
For example, in the tweet shown here, the word service could be considered 
a positive term, although perhaps not as positive as words such as good, fan-
tastic, or excellent. So the system may choose to score that word as slightly 
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positive and assign it a score of +0.25 rather simply considering it as being 
equal to other words that have a stronger connotation of positive.

As an example, consider these two tweets:

Tweet 1: I thought the movie was decent.
Tweet 2: That was a great movie!!!

With both of those tweets, if we were to use the algorithm described here 
(simply counting the number of positive and negative words), both of these 
tweets would have a positive sentiment score of +1.0. Tweet 1 would be 
positive because the word decent is considered to have a positive connotation, 
and no negative words are used. In the case of Tweet 2, no negative words 
are used, and the word great would be viewed as positive, which would gen-
erate a score of +1.0.

However, that may not really be representative of the true intent. Tweet 
2, while representing a positive sentiment, is less enthusiastic. In this case, it 
would be good to give the word decent (along with phrases like not bad, pass-
able, or acceptable) scores that differed from words like excellent, thrilling, or 
stellar.

In our case, we gave the word decent a positive sentiment of +0.25. So it’s 
considered positive in sentiment, but only one-quarter that of other words, 
such as great, which would get a full score of +1.0. So in these examples, 
Tweet 1 would be of positive sentiment with a score of +0.25, and Tweet 2 
would have a positive score of +1.0, indicating the greater sense of positive 
connotation.

This is where our customizations come in (Step 5a in the flowchart from 
Figure 12.1).

We may need to add (or subtract) a number of words from a dictionary 
based on their use. Consider the commonly used words shown in Table 
12.2. How should each word be treated? Should it be treated as implying 
a positive sentiment? Or should it be treated as connoting a negative senti-
ment? The choice can seem quite arbitrary, but as long as we’re consistent 
in             our dictionary augmentations, this can add tremendous value to our 
analytics.
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Table 12.2 Examples of Words That Can Have a Positive or Negative Connotation

English Word Positive Connotations Negative Connotations

Chapter 1 Difficult Can be challenging

Ex: It was difficult to believe 
how generous he was.

Someone or something 
can cause problems or be 
problematic

Ex: Installing the software 
patch can be difficult at best.

Chapter 2 Reservation A reservation at a restaurant

Ex: Out of all of those restau-
rants, Chez Paul is the only 
one where we can ensure we 
have a reservation. 

The feeling of being 
hesitant

Ex: John has reservations 
about the success of that new 
business venture.

Chapter 3 Chicken A food or dinner

Ex: You should have the 
chicken at Chez Paul!

A coward

Ex: The software team 
didn’t implement the service 
calls—those chickens!

Chapter 4 Childish Childlike or simplistic
Ex: The childish advertise-
ment made its point quite 
effectively.

Can imply silliness
Ex: The overall experience 
was quite childish.

Most of the time, when we look at microblogging       content (Facebook, 
Twitter, LinkedIn, and so on), we find that most of the content is fairly 
neutral—that is, neither positive nor    negative in score. Think of a Facebook 
post that says:

Attending a session at #IBMAmplify on the use of Social Media 
Analytics

There may be some interesting information to be gained from this post-
ing, but there is no particular feeling being expressed. We tend to find that a 
large amount of microblog content is like this (which is fine).

One          of the issues we run into when doing a sentiment analysis is consider-
ing the use of words such as disaster—a word that clearly indicates some kind 
of negative sentiment. Consider the following LinkedIn update, for example:

Spending my day reading about disaster recovery products on the 
market today.
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Using the algorithm we outlined previously, the sentiment score of this 
post would be computed at a –1.0 (since disaster would be found in the 
negative dictionary, and there are no other words found in the positive dic-
tionary).

However, when the word recovery is used in conjunction with disaster, 
our sentiment score should be computed as zero (or the expression of no 
particular feeling) because the phrase disaster recovery really isn’t positive or 
negative. We’ve seen this situation countless numbers of times, where the 
negative connotation of the word disaster essentially cancels out the positive 
sentiment expressed around it.

Using the Right Tool for the Right Job

As we discussed previously, in our group we maintain a number of differ-
ent tools to help us with all       of our analytics projects. Some of these tools are 
“homegrown,” or tools and utilities that our team wrote for a specific task. 
Many of these tools are written in Java or R and utilize many of IBM’s big 
data tools such as Hadoop or DB2.

We also employ a number of IBM commercial products such as IBM’s 
Social Media Analytics, SPSS, IBM Content Analytics, and        various Watson 
services now available on Bluemix. Many of these tools specialize in a partic-
ular facet of the overall process. For example, SMA does an excellent job of 
deriving sentiment and summarizing data, whereas SPSS allows for a greater 
flexibility and deeper statistical analysis. What we’ve learned over time is to 
take the best parts of each of these tools to derive a more complete answer to 
the question we are trying to answer. We’ve often found ourselves sticking 
firmly to a specific tool rather than being open to a variety of results.

Analyzing Consumer Reaction During 
Hurricane Sandy

In 2012, Hurricane Sandy struck a wide area across the Atlantic Ocean 
from Haiti and Jamaica and          then north into the eastern coast of the United 
States and Canada. According to many records, more than 200 deaths were 
attributed to the storm, with approximately 146 of those in the United 
States and around 98 in the Caribbean. Sandy has been labeled as one of the 
deadliest and most destructive hurricanes from the 2012 Atlantic hurricane 
season, and recent estimates indicated that it ranks second in terms of dollar 
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value in destruction in US history. Damage estimates have placed the cost to 
repair and replace damages at upwards of $68 billion US.

One of the engagements we worked on was the public’s perception of 
various home improvement and appliance stores within the United States 
during this period. Specifically, we were looking at the public’s reaction to 
updates, news about needed supplies, and the various responses to emergen-
cies from these companies.

In this case, our main source of data was the public microblogs (Facebook 
and Twitter). Almost    immediately the public gravitated toward a number 
of hashtags, and our first pass was to focus on them as a way to gather data. 
Our filters included the following (there were many more in the end; this is 
just a sampling):

#sandy
#sandyhelp
#hurricane
#Hurricanesandy
#Hurricanesandyproblems
#sandyaid
#sandyvolunteer
#NYCSandyNeeds
#HelpStatenIsland
#SandyReports
#frankenstorm
#hoboken
#sandytoday
#hoboken411
#noheat
#nopower

This example raises an important point about both gathering data and 
promoting trackable          events. By using a hashtag, individuals are telling oth-
ers that the comment they are making or information they are providing is 
directly related to a specific event. This point is important because it can 
really help alleviate any problems with data validity. Since it’s already tagged 
by topic, we can be somewhat assured that it is part of the dataset we might 
be interested in. So, in establishing your own social media campaign, having 
a unique hashtag makes the job of doing analytics around the campaign that 



ptg16373464

Social Media Analytics206

much easier. Please note that if you were to use a common hashtag (say #ff—
Follow Friday) because your event happened on a Friday, be prepared to do 
a lot of data cleansing and filtering, since much of the data will be unrelated 
to your event. From an analyst’s perspective, you would be increasing the 
amount of noise in your dataset and drowning out the signal (the relevant 
information). We always want to keep the signal-to-noise ratio as high as 
possible, or maybe better said, we have to have data about our topic (the 
signal) than the other nonrelated issues (the noise).

NOTE

Our tool of choice for analyzing the tweets was IBM’s Social 
Media Analytics product (then called Cognos Consumer Insights, 
or CCI). It seemed a perfect vehicle for analyzing the sentiment 
and thoughts of individuals, and again, because our question was 
to explore the reaction around home improvement centers, using 
this tool seemed to be the best way to proceed. Initially, we were 
able to achieve a number of insights from our data.

A number of interesting positive as well as negative statements were made 
about a number of the organizations. Specifically, they were being criticized 
for not donating plastic bags for some of the relief efforts or closing stores 
early before the storms hit (claiming they cared more about their employ-
ees than the general population that was “in need”). On the positive side, a 
number of comments were made on the helpfulness of the employees and 
the fact that some stores brought in extra inventory (such as generators or 
pumps) early in anticipation of the storm. Overall, there seemed to be an 
equal amount of positive and negative sentiment.

What we really wanted to understand, however, was what topics or issues 
the general public was raising during this catastrophe. Using SMA’s Evolving 
Topics tool, we     were able to look at terms or phrases that were used over the 
span of time that we were investigating in an attempt to uncover frequently 
mentioned topics (see Figure 12.6). The Evolving Topics algorithm identi-
fies word phrases that occur multiple times within the same document and 
also across multiple documents, so our hope was that this would uncover 
some interesting insights.
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Figure 12.6 Example of an Evolving Topics chart.

While we appreciate how SMA can do an analysis across its dataset, we 
were having trouble uncovering the main points of the conversations that 
were happening. Although we had a significant amount of time invested 
in the creation of our SMA models, we still weren’t getting the results we 
needed to answer our question. Looking back to Figure 12.1, we had all of 
the data we were ever going to get, so it wasn’t a matter of looking for more 
or different content. It really came down to how we did the analytics and 
what tools could “tease” those              insights out of our data (steps 5a or 5b).

IBM Watson Content Analytics (then called simply IBM Content 
Analytics, or ICA) is a tool that breaks     down content into facets (see an 
example of an ICA analysis in Figure 12.7). The Content Analytics engine 
then provides data about the frequency and correlation information for key-
words of the specific facets. Facets can be nouns, noun phrases, verbs, adjec-
tives, and so on. What we are showing in Figure 12.7 is from a different 
analysis, but we wanted to illustrate the power of ICA and its ability to seg-
ment text into its grammatical components. From this analysis, we can begin 
to derive the topics of conversations and the frequency with which they are 
happening.
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Figure 12.7 Example of IBM’s Watson Content Analytics.

Think of what a noun is. It’s the subject of a sentence or a comment. The 
verbs describe the intensity of the topic or how people are feeling.

Exporting our data from SMA and then re-importing into IBM Watson 
Content Analytics allowed us to create a list of top topics on the minds of 
people during this event (see Figure 12.8).

This list was exactly what we were looking for: the topics that people were 
discussing during the storm as they related to various home improvement 
centers. We were then able to generate increased sets of metrics and insights 
based on these themes. For example, when the discussion of generators arose, 
almost 50% of the discussion was around the need and the urgency of the 
need for them, while 32% complained of out-of-stock issues. This seems to 
be an interesting (and measurable) metric that store managers may want to 
have in the future (hopefully, a future catastrophe isn’t as severe).
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Figure 12.8 Top topics of conversation during Hurricane Sandy.

So while this example  might not be a case of something going wrong, it 
could have been. Things              could have gone wrong had we attempted to use 
just a single tool in our quest to answer the questions posed. Sometimes we 
need to take a step backward (or perhaps sideways) to make progress for-
ward; such is the life of an analyst.

Through this analysis, we were able to uncover a number of issues raised 
by consumers about the various home improvement stores in the area. We 
were able to report that many consumers were actively looking for batter-
ies and generators during the storm; these items were clearly understocked 
by many of the stores. What was actually an unanticipated finding was a 
backlash aimed at the employees of some of the stores. It seemed that many 
of them abandoned the stores as the storms hit, leaving consumers with no 
place to turn for those batteries or generators. Those comments were teased 
from the dataset based on the keywords that arose from the evolving topic 
graph in Figure 12.6.

Summary

In this chapter, we provided some thoughts and ideas about what could 
go wrong in any analysis. Please don’t misunderstand. We’re not saying that 
everything will go wrong, but it’s been our experience that not one project 
we’ve worked on went from inception to completion without some kind of 



ptg16373464

Social Media Analytics210

a hiccup or glitch. These aren’t bad; each little roadblock is a learning lesson 
for the next time. In our case, each time we’ve hit one of those and produced 
a tool or workaround, we have found use for that same solution somewhere 
down the road.

This chapter was not about how to avoid these problems. There is no way 
to predict many of these issues in advance. Our goal in writing this chapter 
was to alert you to what could possibly go wrong. We’re sure there are other 
issues; in fact, we know there are. Victory comes not in the avoidance of these 
problems, but in the knowledge of how to deal with them when they arrive!

Endnotes
[1] Wilton, Dave, Murphy’s Law, April 29, 2007. Retrieved from http://www.wordori-
gins.org/index.php/site/comments/murphys_law/.
[2] Coase, Ronald H, “How Should Economists Choose?” American Enterprise Institute
for Public Policy Research, Thomas Jefferson Center Foundation, 1982.
[3] Holmes, Oliver Wendell, The Autocrat of the Breakfast Table, No. 81 (Boston, MA:
Houghton, 1899).

http://www.wordori-gins.org/index.php/site/comments/murphys_law/
http://www.wordori-gins.org/index.php/site/comments/murphys_law/
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One of the     biggest challenges for nontechnical and business users in 
producing data visualizations is deciding which visual should be used to rep-
resent the data accurately. Maybe it’s not so much the accuracy as it is the 
clarity. But why do it at all? As humans, we tend to think visually (at least a 
good number of us do). Sometimes concepts or ideas can best be described 
with pictures rather than just words or verbal discussions. Discussing the dif-
ferences between 10 different data points is interesting, but if we can convey 
that thought with a simple picture, why not do that? The idea is that there 
might be a huge difference between point 1 and point 6 but not so much 
between point 1 and point 3. In this case, how much easier would it be to 
just see those differences?

Visualizing the information we’ve gathered allows the consumer of that 
information to potentially see things in our results that might have otherwise 
gone unnoticed. Any representation of raw data can convey information, but 
without a visualization, we could miss out on trends, behavior patterns, or 
dependencies. Visualizations give us answers faster. Looking at a graph and 
identifying a trend can take but an instant. However, imagine how much 
time it would take to scan rows of numbers and pick out that same trend.

211

Visualization as an Aid 
to Analytics

Every now and then one paints a picture that seems to have 
opened a door and serves as a stepping stone to other things. 

—Pablo Picasso, as quoted in Why Greatness Cannot Be Planned [1]

13
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A data analytics project isn’t complete until the results we’ve collected are 
packaged or presented in a way that truly helps the receiver of those insights 
make decisions or take action based on our work. That means we, as ana-
lysts, not only need to know what the data means but also need to be able to 
represent it in a way that can best convey the information we inferred from 
it so that our users can derive conclusions, which in turn can drive business 
outcomes.

The options for data visualization   seem to be growing almost by the day. 
New technologies and techniques can turn number-intensive reports into 
bright, colorful 3D interactive graphics. But we must be careful. In our zeal 
to create the prettiest of charts or sexiest rendering, we may lose the mes-
sage we are trying to convey. Don’t get us wrong: Compelling graphics are 
a wonderful tool in expressing findings, but overuse (or overindulgence) 
may push the audience from the realm of understanding into the world of 
confusion. The choice of how to deliver results will depend on clients’ needs. 
Visualization should help tell the story, not drown it out.

In this chapter, we discuss some of the different types of visualizations 
to consider when presenting the results of an analysis. There isn’t a single 
“right” answer to the question of what kind of a graph provides the clearest 
insight to a user. There are some best practices when it comes to selecting 
color or limiting information on a chart to maximize the impact of a mes-
sage, but it’s ultimately about the insights or additional information that was 
discovered. Many analysts opt for the pretty charts or the snappy presenta-
tion, but we must always keep in mind that it’s the results that count, often 
more than the presentation itself.

Common Visualizations

In his Harvard Business Review article titled “The Three Elements of 
Successful Data Visualizations,” Jim Stikeleather [2] outlines    three areas of 
concentration that visual designers should consider when creating graphic 
visualizations. These considerations are

■ The design should understand the audience.
■ It should set up a clear framework.
■ And, probably most important, it should tell a story.

Social Media Analytics212
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What these considerations really boil down to is this: clarity. Effective 
visualizations should not   confuse the audience but should present a story 
(or an insight) in a clear, simple-to-understand way that helps the audience 
understand the conclusions that were drawn from the data. Or better yet, 
these visualizations should enable them to understand the data in such a way 
that they can discover new insights or relationships on their own.

Let’s look at some of the more simple types of graphics first, many of 
which we’ve used throughout this text. The graphs we create should aim to 
simplify the data in a visually appealing way. The main challenge that many 
people have with graphs is choosing which chart type to use. We all want a 
visually appealing chart to present to a customer, but remember, if a chart is 
visually appealing, we must be careful that we don’t spend more time talking 
about how “cool” the chart looks as compared to the message it is trying to 
convey.

Let’s look at a few chart types.

Pie Charts

Pie charts are     best used to illustrate the breakdown of a single dimension 
as it relates to the whole. Basically, when we want to look at the value of a 
specific dimension in relation to other values in that same dimension, we 
could use a pie chart to easily visualize it. Pie charts help us see, with a quick 
glance, which attribute in series of data is dominant or how any individual 
attribute or set of attributes relates to each other. Consider the graph in 
Figure 13.1 that depicts the number of social media posts over a 24-hour 
period by five specific users.

In other words, it is best to use pie charts when we want to show differ-
ences in a specific group based on one variable. In the example in Figure 
13.1, we collected the number of times these users used the word cloud in 
their social media postings. It is important to remember that pie charts 
should be used only with a category or dimension that combines to make 
up a whole. In this case, we collected 151 tweets, and clearly user 4 was the 
dominant communicator with a 60% coverage.
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User 1
7%

User 2
13%

User 3
17%

User 4
60%

User 5
3%

Figure 13.1 Sample pie chart of the number of social media posts by user.

What makes     a pie chart useful is the quick visual comparisons that can be 
done. Again, without the percentages in the graph, we could quickly see that 
user 4 is more verbal than all of the other users combined. Or we can see that 
together percentages for users 5 and 1 are close to the amount of conversa-
tion initiated by user 2.

Bar Charts

Bar charts, like pie charts, are     useful for comparing classes or groups of 
data. In bar charts, a group can have a single category of data, or it can be 
broken down further into multiple categories for greater depth of analysis. 
A bar chart is built in such a way that the heights of the different bars are 
proportional to the size of the category they represent. Since the x-axis (the 
horizontal axis) represents the categories that were measured or being rep-
resented, it tends to have no scale. The y-axis (the vertical axis) does have a 
scale, and this indicates the units of measurement. Figure 13.2 looks at the 
same set of data we used previously.
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Figure 13.2 Bar graph representing the number of social media posts by user.

With the bar chart, like the pie chart, we are able to easily see that the 
most prolific social media participant was user 4. What’s slightly more dif-
ficult is understanding that together all of the other users’ posts combined 
don’t equal or compare to those made by user 4. That fact was much easier 
to see in Figure 13.1. On the other hand, a bar chart does allow us to easily 
see the user with the smallest number of posts or the user with the biggest 
number of posts a bit quicker. It must be noted that sometimes the pie slices, 
because they represent percentages and not actual numbers, make that a bit 
more difficult to discern. It is a bit easier to compare two bars (consider user 
2 and user 3 in Figure 13.2) versus the corresponding pie slices in Figure 
13.1. A comparison can be made, but it takes the audience a bit of time to 
see the difference in a pie chart versus the bar chart.

One danger of using bar charts is the comparison between different graphs 
or charts. While we didn’t have to scale the data in Figure 13.2, sometimes 
the data points might be so varied that they need to be scaled to be repre-
sented on a graph. The bottom line: Watch out for inconsistent scales         across 
multiple graphs. If two charts are put side-by-side, ensure that they are using 
the same scale. If they don’t have the same scale, be aware of the differences 
and how they might trick the eye.

A perfect example of a scaling problem was discussed by Naomi Robbins 
in an online article in Forbes Magazine [3]. Consider     the graphic (which we 
re-created) in Figure 13.3 showing the relative number of medals won, by 
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country, in the Summer Olympics. While the graphic is interesting, it can be 
quite misleading. For example, if we look at Germany with 500 medals (the 
data reports 499, but it’s close enough), we might assume that each graphic 
of a medal is equivalent to 250 medals awarded. That makes sense. But if 
that were the case, then shouldn’t Russia show 4 medals? It would appear 
that Russia was awarded around 1,250 and the USA number of 1975 really 
should be 1,500 (250 × 6). Clearly, the scale doesn’t work for this graph, 
and while it was probably trying to show the relative number of medals by 
country, in the long run, it would probably cause more discussion and con-
fusion when the audience tries to rationalize the numbers.

USA

Russia

Britain

France

Germany

Summer Olympic Medal Count
(up to and including 2004)

1,975

999

615

523

499

Figure 13.3 Graphic depicting the number of medals won in the Summer Olympics.

Line Charts

Line charts are     similar to bar charts and at times can seem interchangeable; 
however, a line chart works best for continuous data, whereas bar and col-
umn charts work best for data that is categorized. Think of continuous data 
of the same dimension that is changing over time (the number of posts made 
over the past 30 days, the number of mentions of a product in a 24-hour 
period, and so on). Of course, we can use bar charts to show the change of 
values for a particular entity over time as well; that may come down to style, 
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but generally speaking, a line chart is much more useful in discerning trends 
and patterns in data.

Let’s look at an example of the number of mentions of a particular prod-
uct over a 24-hour period. The data we use is from Table 13.1, which lists 
the hour (0–23 hours) and the number of mentions made in that hour. A 
quick look at the table reveals nothing out of the ordinary. At first glance, 
this looks like a US-based audience (perhaps the Northeast) because social 
media posts are made throughout the day and a noticeable drop to zero 
occurs around 2 a.m. to 6 a.m. (when we assume users are sleeping), but no 
real trends.

Table 13.1 

Sample Data for the Number of Mentions 
in a 24-Hour Period: Hour

Posts

0 4

1 1

2 0

3 0

4 0

5 0

6 0

7 1

8 2

9 5

10 4

11 7

12 14

13 18

14 6

15 2

16 3

17 3

18 5

19 10

20 15

21 20

22 4

23 2
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A line chart, as shown in Figure 13.4, instantly shows an interesting trend.

25
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10

5

0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Figure 13.4 Line chart representation of the data in Table 13.1 (number of mentions in a 24-hour 

period).

It appears     that around 13:00 hours and then again at 21:00 hours, discus-
sion about the product or service is at its peak. Clearly, any kind of market-
ing plan or advertising should take place around these times. But these kinds 
of trends, while possible to see in Table 13.1, aren’t as obvious as when 
shown as a line chart.

Watching this data over time, perhaps over several of days, could show 
a repeating, and hopefully predictable, pattern that could be invaluable to 
those wishing to engage with potential customers or prospects.

Scatter Plots

While line charts provide a way to map independent and dependent vari-
ables that are both quantitative (that is, measurements), a scatter plot can be 
useful to depict a trend or the direction of the data. When both variables are 
quantitative on a graph, we can interpret a line that spans that data as a slope 
(or prediction) of future data or trends. Scatter plots are similar to    line charts 
in that they start with mapping quantitative

In the case of Figure 13.5, we can see that the general trend for tweets 
made over a 24-hour period is on the rise, or generally increasing over time. 
Obviously, there are peaks and valleys in the data, but the amount of chatter, 
or conversation, is increasing.
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Figure 13.5 Scatter plot and trend for tweets during a 24-hour period.

Common Pitfalls

When creating these graphs, we should consider a few things in an effort 
to keep messages clear and allow the audience to focus on the story or mes-
sage being delivered, not on the charts and all the pretty colors.

Information Overload

One of the most        common issues we’ve seen with charts or presentations 
that attempt to show the results of a study is that they often contain too 
much information. Consider a simple chart (such as that in Figure 13.2) 
where the amount of information is kept to a minimum: the label for the 
data points along the x-axis and the values on the y-axis. There isn’t much 
more needed. Often analysts like to augment their graphs with notes that 
indicate a peak or valley in the data and perhaps why it might have occurred. 
Is this information really necessary? Isn’t that what a picture is for, to visually 
show the peak or valley?

Other times we see a pie chart (similar to Figure 13.1) with two or three 
other graphs that attempt to show a similar concept or provide an alternative 
way to represent the same concept. If one graph doesn’t describe the concept 
well enough, we need to ask, “Is that graph really providing value?”
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While redundancy is one issue, the side effect of adding too much infor-
mation to a graph is that in order to fit the additional information, font sizes 
tend to get smaller, approaching unreadable.

The Unintended Consequences of Using 3D

When creating       graphs to depict our data, often we feel that they are sort 
of dull or uninteresting (how interesting can you make a bar graph that 
depicts users and number of message postings, anyway?). But we all want 
our results to look visually appealing with the thought that the presentation 
could keep our audience’s attention. Often we’re tempted to take a standard 
graph and turn it into a three-dimensional rendering in an attempt to spice 
up the message. But this can have at least two unintended consequences.

The representation of the results may be so compelling that the audience 
misses the message and focuses on the pretty picture. Nothing could be 
worse! Not only do they not receive the intended message, but in the long 
run, if this metric is utilized later (say as a descriptive statistic), they may just 
not understand how it’s used. In essence, they may have focused more on the 
delivery rather than the message.

One of the considerations we mentioned earlier is that the goal in pre-
senting results is to do it in such a way as to avoid confusion. Nothing can 
derail a discussion about the meaning of an insight or a metric more than 
a discussion about the validity of the data. Now let’s look at the charts in 
Figure 13.6.
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Figure 13.6 Representation of a set of data in both 2D and 3D.



ptg16373464

13: Visualization as an Aid to Analytics 221

In this figure, the same data is plotted in two dimensions (2D) versus 
three dimensions (3D). While the chart on the right (the 3D rendering) 
does look a little prettier, the audience may start to question the values on 
the chart. Look at user 7. In the 2D graph, the value looks to be 800, yet on 
the 3D graph, the value appears to be below the 800 line. Upon realizing 
this, viewers may turn the conversation from the value of seeing user 7 as the 
most prolific to “why is the value not represented correctly?” Inadvertently, 
this graph has now raised       some doubt in the eyes of the audience to the 
validity of the data being presented.

Using Too Much Color

Another consideration       is color. Often analysts go overboard with the use 
of colors (and font types for that matter) in their graphs. As with many 
aspects of visual perception, humans do not all perceive color in the same 
way. Said another way, every user’s perception of an object is influenced by 
the context (or color) in which it is presented. This doesn’t mean we should 
stay away from color, but it does mean that the use of varied amounts of 
color should be done sparingly.

Consider the bar chart from Figure 13.2. If each of the bars were drawn 
in a different color (say blue, red, green, gray, and purple), does that provide 
any additional value to the chart? Or does it raise the question “What do 
the colors represent?” and simply add a layer of confusion to the message? 
Then again, we have to consider that an audience member who sees a bar in 
a bar chart as red may assume that’s a problem or an area to concentrate on 
(we tend to think of red as indicative of a problem area). Don’t use color to 
decorate the graph. Prettying up a graph might serve a purpose in attracting 
attention, but from an analytics perspective, it can only distract from what’s 
important—the data and the insights we are attempting to draw from the 
data.

Alternatively, if our graph were drawn in black and white and one of the 
bars was coded in a color (say red), it would stand out and perhaps draw 
attention to that specific point, which may be the intention. In that case, the 
use of color adds value to the graph in calling       out a specific area that merits 
discussion.
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Visually Representing Unstructured Data

Probably the largest problem with social media analytics is figuring out 
how to compute and then show    relationships in the data and also visually 
represent topics of conversation. One of the more frequently used techniques 
is that of word frequency.

The frequency with which particular words are used in a set of mes-
sages can potentially tell us something meaningful about that set of text. Of 
course, if all of the messages were produced by a single individual, the fre-
quencies may tell us something about the author because the choice of words 
an individual uses is often not random but purposeful. In our case, we tend 
to look at the messages from a wide variety of people in the hopes of detect-
ing common signals or messages in that body of data. A depiction of a word 
frequency report may be useful if we want to determine whether the most 
frequently used words of a given text represent a potentially meaningful pat-
tern that may have been overlooked in a casual glance at the data.

The first obvious way to look at the word frequency is to graph the word 
list and their respective counts in a bar graph. To illustrate this concept, let’s 
use the example of Lance Armstrong’s interview with Oprah Winfrey   that 
was described in Chapter 9. As illustrated in Figure 13.7, a bar chart nicely 
shows the words that are more frequently used compared to words that are 
less frequently used.

However, when we look more closely at the graph, two things stand out:

■ There are far too many words to show along the horizontal axis. After
about 10 values, the points get placed too close together, and there-
fore, it becomes difficult to read. This example shows just the top 60
words in a shortened version of what we’ve used previously; typically,
we like to look at the top 100 to 150 words.

■ The scale quickly becomes confusing when there are words that have
a very high frequency versus those that are average to low. Remember,
average to low in the top 60 words is still significant. The point
is that it’s difficult to discern the subtle differences between word
usage.
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For these reasons, we like to use the word cloud version of this analy-
sis (see Figure 13.8).

Figure 13.8 Word cloud representation of tweets around Lance Armstrong’s interview.

The word cloud       quickly shows the relationship between word counts by 
making the more frequently used words larger. Since these words are larger 
and more prominently displayed, they quickly catch the audience’s eyes. 
But more than that, the audience can draw their own conclusions about the 
relative use of one word versus another. This approach becomes even more 
useful when we look at the frequency of word phrases (two or more words 
used together).

Another consideration when trying to show the relationship between 
words used is to remove the clutter in the data. This clutter is often referred 
to as stop words. For the English language, this includes words such as a, the, 
is, and so on. Imagine creating a word cloud of frequently used words. If we 
included these in our analysis, more often than not the word cloud would be 
dominated by the word the with a count so high that it would literally drown 
out any of the other words.

Another consideration (and temptation) with word clouds is trying 
to make them look visually appealing. Often this has the reverse effect. 
Remember, early in this chapter we said that the goal of analysts is to report 
the findings and provide facts. When we introduce fancy charts, say in 3D 
or with fancy fonts, we distract the audience and risk having them miss the 
finer points of the insights.
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For example, Figure 13.9 shows the same data used in a word cloud that 
is generated by an online tool.

Figure 13.9 Fancy wor d cloud generated using an online tool.

We really       like this website and often recommend it to users, but with 
the wrong options selected, the message of the word cloud could get lost in 
admiration of the graphic that was produced. Remember, the point of creat-
ing the graphic is about facts and insights, not sizzle.

Summary

We could spend hundreds of pages talking about presentation styles 
and formats. Our goal in this chapter was to introduce the importance of 
visualization—not to just show a relationship between data points or infor-
mation, but to effectively show it in a way that doesn’t confuse the audience 
or raise more questions than it answers.
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In this appendix, we put all of the previous thoughts and discussions to 
use in a case study format. From May 11–13, 2015, IBM held one of its 
largest conferences titled “IBMAmplify.” This        event focusing on marketing, 
analytics, selling, and fulfillment was designed especially for IBM Commerce 
clients. Our hope was that with over 3,000 attendees encompassing 20 tracks 
and more than 200 sessions, the amount of information (and hopefully 
opinions) shared there would be substantial, and we might be able to derive 
some interesting insights from this conference. According to the marketing 
material for this event, “Everyone from thought leaders, product experts, 
and industry peers will be providing tips and strategies for creating amazing 
customer experiences across channels, leveraging buyer behaviors and analyt-
ics to deliver targeted interactions at every touch point.” Consequently, the 
real question for us is:

What were the key insights or thoughts expressed by the attendees 
both during and after the event?

227

Case Study
Give a man a fish and you feed him for a day. Teach a man 
to fish and you feed him for a lifetime.

—Chinese Proverb

A
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If you recall, we divided social media analytics activities into three broad 
phases:

■ Data identification
■ Data analysis
■ Information interpretation

We approach the discussion of the case study in the context of these
phases.

Introduction to the Case Study: IBMAmplify

There were four main themes to the IBMAmplify Conference: eCom-
merce, Marketing, Customer Analytics, and Merchandising. The eCom-
merce track focused on the creation of unique       brand experiences across all 
marketing channels for both business-to-business and business-to-consumer. 
Among the many topics discussed were best practices, trends in eCommerce, 
and techniques and strategies to help businesses obtain the most from their 
implementations. Many of the sessions were advertised to include topics such 
as proven strategies, architectural considerations, case studies, and hands-on 
skills workshops to help attendees deliver the best customer experience from 
engagement to fulfillment as well as post sales service.

Customer analytics focused on optimizing the customer experience while 
understanding the customer journey. The sessions for this track covered best 
practices and strategies for applying digital, social, and predictive analytics 
to help users accelerate profitability and improve their business outcomes. 
The Marketing and Merchandizing tracks focused on business use cases and 
product demonstrations for generating positive marketing results across a 
number of areas in the organization.

Data Identification

Early on we examined the concept of data identification when we dis-
cussed the need to verify         that we could collect enough data to allow us to 
perform an analysis that could produce meaningful insights or conclusions. 

Social Media Analytics228
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Normally, before undertaking a study such as this, we would perform a 
number of queries and data collection steps to understand how much data 
was available for our project. In this case, we were lucky enough to use our 
real-time analytic engines (discussed in Chapter 8) to watch Twitter for 
mentions of content around the hashtag #ibmamplify (the identifier used 
at the conference). Because we did that, we were able to look at some of our 
descriptive statistics produced by our InfoSphere Streams environment to 
understand approximately how much data we would have.

A quick look at the number of tweets that we captured and analyzed dur-
ing the event revealed that we had over 30,000 tweets. This is not an over-
whelming amount of data and points to the fact that we will need to bring 
in more data from other social media venues. However, it is enough to get a 
feel for what a larger sample may look like. In our experience, it is difficult 
to create general benchmarks of how much data is sufficient. This really 
depends on the project at hand. When we are looking for potential security 
threats in a data stream, even a small amount of data is good enough. On the 
other hand, when we are looking for which fashion trend is most popular 
among shoppers, we might need a larger amount of data. For the purpose of 
this case study, we determined that this data set was sufficient to give us the 
flexibility we needed to analyze the data in multiple ways.

Part of our real-time analysis included the categorization of tweets into 
topic areas. We decided to review this to understand what our data sources 
may look like. Figure A.1 depicts the tweet counts for the various topics over 
a nine-day period from May 6 through May 14. Even though the confer-
ence itself was held from the May 11 through May 15, we chose to collect 
data several days prior to the event to watch as discussion of topics increased 
heading into the event.



ptg16373464

Social Media Analytics230

3500

3000

2500

2000

1500

1000

500

0

Customer

Mobile

Cloud

Social

N
um

be
r 

of
 T

w
ee

ts
 R

ec
ei

ve
d

Number of Tweets (by Topic) for #IBMAmplify

Day (Starting on May 6th)
1 2 3 4 5 6 7 8 9

Design

Security

Analytics

Workforce

Figure A.1 Number of tweets by topic for IBMAmplify.

Not surprisingly, the number of tweets or discussions that pertained to 
the concept of “customer” far exceeded all others. We’ll come back to the 
topics of conversation later; at this point, we were more interested in the 
relative amounts of data and the time frame. The horizontal axis of the graph 
in Figure A.1 represents data points from days 1 through 9; this represents 
the nine-day range of our data query with May 6 as day 1 and May 14 as 
our day 9. Again, not surprisingly, many of the topics peaked at the start of 
the conference, although topics such as mobile computing and workforce 
seemed to peak toward the end.

One of the issues we raised early in our discussions on data was the loca-
tion of people posting content and the language used. Normally, this is an 
issue when we have an international event or some event is generating reac-
tions worldwide. We understand that people from around the world attend 
conferences in the United States, but our assumption would be that most of 
the attendees travel domestically; thus, the predominant language that we 
would have to analyze would be English.
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Using our set of descriptive statistics from InfoSphere Streams (see Figure 
A.2), we can see that the bulk of the tweets we collected were in English.
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Figure A.2 Languages used in tweets over the course of our analysis.

Removing the         dominant data point in the graph (English) produced the 
pie chart shown in Figure A.3, and from that, we can see that the next domi-
nant language used was French, with only 331 tweets over the nine-day 
period. With our whole dataset containing over 30,000 tweets, that means 
French language tweets made up approximately 1% of the dataset, and as 
such, we chose to exclude those tweets from any analysis needing transla-
tions (sentiment, and so on). The other languages quickly fell into amounts 
that were less than 1% and were therefore deemed as negligible. Note that 
this doesn’t mean those tweets or data items were unimportant. We were 
doing this as a quick study; for a more complete analysis, we would prob-
ably look closer at the tweets in French, German, and Spanish (the top three 
languages after English) simply because together they represent about 3% of 
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the sample. However, due to time constraints, we stuck with just the larger 
portion of the dataset.
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Figure A.3 Top languages used in our dataset (excluding English).

In Chapter 3, we discussed the potential need to understand who is “talk-
ing” in the many analysis projects that we executed. In the case of an IBM-
sponsored event, we think this is a critical issue. If we were just to analyze all 
of the data collected around an event without understanding who was saying 
it, we might end up with a biased insight. In this case, we wanted to under-
stand if an IBMer or a group closely aligned with IBM was having an impact 
on the social media conversation. This is just “good” scientific discovery. 
If we analyzed the tweets and came to the conclusion that the latest IBM 
product introduced into the marketplace was being perceived as the “great-
est thing since sliced bread” (a U.S. colloquialism based on a slogan used by 
Wonder Bread, indicating  a relatively recent invention that is likely to sig-
nificantly improve people’s lives), we might want to be sure IBMers weren’t 
promoting that idea. It’s not a “bad” thing if they think their company’s 
products are significantly better than others, but from a business perspective, 
it’s probably much more important to understand IBM’s customer’s view-
point instead.
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So again, using our descriptive statistics, we looked at the top authors in 
the sample of data to identify any IBMers who might be promoting their 
viewpoints. Figure A.4 is a graph of the top authors in Twitter for our data-
sets. These are essentially the people tweeting the most in our collection of 
data.

350

300

250

200

150

100

50

0

iS
oc

ial
Fa

nz

er
bo

n
Ta

mra
McC

lea
ry

pe
ter

_r
ya

ns

IB
MSoc

ial
Biz

ibm
mob

ile
La

ur
ieJ

oh
ns

on

IB
MColS

ol

Geo
rg

iaM
cD

er
mit

Ruth
 P

ete
rs

Tweets

Top Authors May 6th – May 14th

Figure A.4 Top authors May 6–May 14.

Obviously, some           of them are IBM-specific Twitter handles (IBMSocialBiz, 
ibmmobile, IBMColSol). More than likely, the tweets coming from those 
accounts contained a marketing message of some kind; however, they may 
indeed contain some social commentary. So for that fact, we didn’t exclude 
them from our analysis just yet, but they became data points in our col-
lection that we marked as “sympathetic to IBM” (or related to IBM) if we 
detected an overly positive or negative viewpoint in our analysis.

We may also want to look at the other top tweeters to see if they are 
IBMers as well. Sometimes this task is easy, other times it’s difficult, and 
sometimes it’s impossible. For the sake of an unbiased analysis (or the best 
you can do), it could be worth the effort to understand if those “talking” 
about you or your brand are potentially biased.

With Twitter, this task is pretty easy. For this case study, we just took 
our top tweeters and looked at their profiles. In our case, if they identified 
themselves with IBM or a business partner of IBM, we simply marked them 
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(as we did the others). If they revealed themselves as overly relevant in a 
conversation, we could make an informed decision about the analysis. See 
Figure A.5.
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Figure A.5 Identifying users of a company or one closely related to it

Taking a First Pass at the Analysis

Rarely do we define a data model for an analysis and not make changes to 
it. Our case study is no exception. For our first pass at the data, we decided to 
look closely at the conversations surrounding the Cloud-Analytics-Mobile-
Social-Security (CAMSS) themes because those seem to be hot topics in and 
around IBM today. Also, since we had created our real-time analysis of con-
versation themes based on InfoSphere Streams, we knew that a good portion 
of the dataset included those topics.
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The first step               in analyzing the data is to define the data model, or the 
organization of text and keywords, into meaningful buckets. Using IBM’s 
Social Media Analytics (SMA) offering  , we defined about eight themes that 
we believed were being discussed at the conference. As we said, all models 
will evolve over time, and we fully expected this one to as well. We had to 
start somewhere, and as Lao Tzu said: “The journey of a thousand miles 
begins with one step.”

For our model, the “buckets” (or themes, as they are referred to in SMA) 
consisted of the following topics:

■ Analytics—This includes discussions around Cognos or any of the
IBM Watson analytics tools. Any mentions of insights or analysis
would indicate discussions in and around this theme.

■ Customers—The IBMAmplify conference was centered around the
customer experience, so we thought creating this theme might be
interesting to create to see if there was any discussion around cus-
tomer use of IBM tools or services.

■ Mobile—This is a fairly self-explanatory topic; it involves any dis-
cussion around the use of mobile technologies or applications.

■ Cloud—This includes discussion around moving applications to the
cloud as well as comments made around SoftLayer or cloud suppliers
such as Amazon Web Services (AWS).

■ Security—Obviously, anything around the topic of security or
breeches in security is included.

■ Social—Interestingly, we monitored social media for discussions
centered around the use or exploitation of social media (for advertis-
ing, communication, or brand awareness).

■ Workforce—Before we started our analysis, a quick look at the
Twitter data showed some mentions of the millennial workforce,
so we added a theme to determine if there was anything of interest
around that topic.

■ Design—IBM has recently published its design thinking language.
IBM Design Thinking is a collection of design practices that identify
and ideate on the aspects that make a solution desirable to its users.
Because the use of Design Thinking from IBM is relatively new, we
decided to see if there was any reaction in the marketplace (and spe-
cifically at this conference).
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In IBM’s SMA product, a         concept is a topic area that is specific to a 
particular use case (or in our case, a topic under study). A theme is com-
posed of a group of concepts that describe the theme and are typically ana-
lyzed together. In SMA, concepts determine the parts of a document that 
are extracted from a larger body of information that then forms snippets. A 
snippet is the specific part of a document (remember the word document is 
used generically here to refer to a blog, website, or any other source of social 
media input) that matches one or more concepts within a theme. A snippet 
consists of the sentence that contains the concept and the sentences that sur-
round the sentence that contains the concept.

The configuration of a concept specifies the terms that must be included, 
additional terms that must also appear (to provide context), and terms that 
must not be included. IBM’s Social Media Analytics uses the theme and 
concept definitions to retrieve the documents and create the snippets.

The creation of themes can be thought of as creating a number of buck-
ets, or categorizations of topics. So if we create a theme of mobile, what we 
have to do is decide what words, when used, are being used in the context 
of mobile computing. Some of the first words that come to mind are the 
following:

■ iPhone
■ iPad
■ Samsung
■ Android

This is not an exhaustive list of keywords, but it is a set of words or
phrases that, when used, probably refers to the theme we have defined.

Up until now, we’ve tried to stay away from specific screen shots of prod-
ucts, but at this point we decided it might be more beneficial (or meaning-
ful) to show what we mean. For example, Figure A.6 illustrates our first 
iteration on the definition for the “Design” theme.
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Figure A.6 Sample SMA screen to define a theme called “Design.”

In this case, we         created the theme Design (labeled 1 in Figure A.6), and in 
that theme, two concepts that represent conversations around that theme are 
defined. As an example, in Figure A.6, we show the concept Design Thinking, 
which captures any social media that’s gathered containing terms or phrases 
related to design thinking, which is included in the theme of design. Later, 
we use this to understand the relationships between concepts. (For example, 
is there a strong relationship between the theme cloud and the theme design 
thinking? In other words, when people talk about cloud, how much of that 
conversation is around the use of design thinking to build and support appli-
cations in the cloud?)

The section labeled 1 in Figure A.6 shows the text elements that match 
the keywords specified in section 2. In this case, we were looking for any text 
that contained the phrase design thinking. We also included additional terms 
such as UCD and phrases such as user centered design in this grouping. If you 
recall the value pyramid we introduced in Chapter 2, the idea is to gather as 
much relevant data as possible to enable the analysis to be more complete. 
To help with the relevancy, SMA attempts to “look ahead” and provide an 
example of the type and quantity of text that would match this configuration 
(section 3 of Figure A.6). Again, in the case of IBM’s SMA product, there is 
a close tie with Boardreader, a third-party social media aggregator, that will 
source the data for our analysis.

As you can see, we are able to be fairly specific about the phrases and 
what they do and do not contain within the string of text under analysis. For 
example, consider the tweets in Figure A.7 that are around the word cloud. 
It’s clear that they refer to weather or climate, so the use of the “exclude” 
clause in the example in section 2 of Figure A.6 would be helpful (that is, it 
must not include any reference to the word weather).
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Figure A.7 Sample tweets around cloud that refer to weather, not cloud computing.

In our case, we didn’t have to worry about this issue too much. Remember, 
we started with a set of captured data that included the words IBMAmplify
or IBM Amplify, so the assumption we made going into our analysis was that 
any theme we identified by concept matching would be correct and unam-
biguous. To put it another way, since the data set refers to IBM and one of 
its conferences, if the word cloud was used, we assumed it referred to cloud 
computing, or as in the case of Figure A.6, if the phrase was design thinking, 
it was just that—IBM’s latest use of the Design Thinking methodology. 
This relationship between SMA themes/concepts and the keywords is illus-
trated in Figure A.8.

Concept Concept

Concept

Theme: IBMAmplify

Concept

Concept name: analytics

Include: 
predictive
analytics
analysis
cognos
dashboard
insight

Figure A.8 Relationship between SMA themes/concepts and keywords.
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When we         build a data model, we start with high-level themes, or topics 
of conversations. Those topics are composed of the ideas or specifics of the 
conversation—something we call concepts. Consider a discussion about cloud 
computing. While discussing cloud computing, we could focus on the mer-
its of moving or migrating applications to the cloud versus applications that 
are “born on the cloud.” Each of those topics would be considered a concept 
that may be discussed in conversations involving cloud: migration or born on 
the cloud.

How people discuss those concepts and what words they use when talking 
about those concepts are the key words we want to configure into our model. 
So for a concept like migration, we might look for keywords such as existing 
application, legacy code, or standalone program, terms that, when used in the 
context of cloud computing, would imply a migration or movement to the 
cloud.

Our first model ended up looking something like Table A.1.

Table A.1 First Iteration of IBMAmplify Model

Theme Concepts

Analytics #r

Analysis

Analyze

Cognos

Dashboard

Insight

predictive

Cloud Aws

Cloud

softlayer

Customer B2b

B2c

Business to business

C2b

Client to business

Customer
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Design Design Thinking

Designthinking

Mobile Android

Iphone

Mobile

Samsung

Smartphone

Ipad

Security Audit

Hack

Patch

Penetrate

Privacy

Secure

Security

threat

Workforce Employee

Millennials

Millennial

Training

Workforce

Social Collaboration

Facebook

Linkedin

Social

twitter        
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Data Analysis

In our data analysis phase, our       first inclination was to look at the dis-
cussion around CAMSS topics. So after our first analysis was done, we 
attempted to assess which was the most talked-about topic of the five disci-
plines (see Figure A.9).

Cloud

Security

Cloud

Secur

Customer
Service

Mobile

Other

Analytics

Social

Design

Share of Voice for All Themes

Figure A.9 Share of voice among our themes.

The graph in Figure A.10 shows that analytics was the most talked-about 
topic followed by discussion of social media and mobile solutions.



ptg16373464

Social Media Analytics242

Share of Voice for CAMMS Themes

Mobile

Analytics

Social

Cloud

Security

Figure A.10 Share of voice for CAMSS topics.

However, if we look at the same data and take all of our themes into 
account, the discussion around CAMSS resulted in only 42% of the total 
conversations (refer to Figure A.10). Themes around customers and the 
“other” category (those that didn’t fit within our defined themes) accounted 
for about 58% of our dataset.

We also looked closely for relationships between some of our defined 
themes (for example, between mobile and analytics), but we didn’t find much 
in the way of relationships or common discussions. A quick look at the data 
did seem to show, for example, that at times there was discussion around 
Apple and mobile or Apple and other topics, so perhaps some of the defined 
themes and concepts we created were too specific.

One of the more informative tools in IBM’s SMA product is the Evolving 
Topic analysis. An evolving topic is a set of words of phrases that appear in 
many samples of a dataset and appear to be an active area of conversation 
(simply due to the number of times the words or phrases are mentioned).
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Using the evolving topics graph (see Figure A.11) from our analysis, we 
can discover new themes or concepts in our dataset that we may not have 
considered in the creation of our themes/concepts. Looking closely at Figure 
A.11, we can see there were discussions around companies and commerce that
we hadn’t considered, as well as phrases such as online sales and tools and very
little mention of the CAMSS topics we were so actively looking for.

Figure A.11 Evolving topics in the IBM Amplify analysis.

Clearly, we needed to revisit the model.

A Second Attempt at Analyzing the Data

A closer look       at the website that announced the conference revealed a 
number of new areas of interest that could be added to the model. The 
conference had a number of predetermined tracks that we used as the basis 
for the model expansion. As a result, we enhanced the model with addi-
tional themes that included E-Commerce, Merchandising, Marketing, and 
Customer Analytics. As we said, our initial focus area was CAMSS (Cloud-
Analytics-Mobile-Social-Security) because we wanted to understand the 
“share of voice” around these areas. This iteration of the model, in which we 
ended up mixing CAMSS topics with themes highlighted by the conference, 
created overlaps between our themes. As a result, we lowered the signal, or 
the strength, of the relationships. We asked our analyst to create a view of 
the model to separate out only CAMSS topics.

At the same time, when revising our model, we realized that we were 
narrowing our analysis by insisting that only comments that also referenced 
IBMAmplify be included as part of a theme in our concepts. This is partially 
an artifact of how IBM’s SMA produces what it calls snippets of informa-
tion to be analyzed. Snippets, which are created at the theme level, consist 
of a small text segment that surrounds a concept match in a document. As 
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mentioned previously, a snippet consists of a sentence or set of phrases that 
contains the concept and the sentences that surround the sentence that con-
tains the concept. As a result, each snippet can contain more than a single 
concept.

Inside IBM’s SMA, snippets are obtained from various online media 
sources, such as blogs, discussion forums, and message boards, Twitter, news 
sites, review sites, and video sites. The content of these sources might be 
detailed and unstructured, and much of it might be unrelated to the topic of 
interest. Snippets represent the text segments taken from the documents       that 
are relevant to the theme under analysis.

Information Interpretation

Our new        model provided a better representation of the conversations 
being held at the conference. Even though we abandoned the first data 
model, much of the earlier analysis shown in Figures A.1 and A.2 is still 
valid; however, now we can look at them in a more appropriate context. 
We can see from Figure A.12 that most of the CAMSS topics had a good 
representation in the discussion, which we had initially assumed would be 
dominant.

While there appears to be a decent distribution around Mobile, Analytics, 
eCommerce, Marketing, and Customer Service, some of the lesser-discussed 
topics were surprisingly around themes such as security and merchandising. 
Not surprisingly, given the theme of the conference, topics around customer 
and customer service were strongly represented.

While it’s interesting to understand what’s on the mind of the attendees, 
we wanted to dig a little deeper and see if we could find interesting insights 
or topical areas that might be of interest. One great way to do this is to look 
at an affinity matrix.

An affinity matrix   looks at how closely two dimensions (or attributes) are 
related to each other. This can help us gain some insight into the strengths 
or weaknesses of the discussions. It’s also a way to identify potential oppor-
tunities to discover conversations that we hadn’t thought were occurring (or 
just hadn’t considered). According to IBM’s documentation, the affinity 
matrix algorithm in its SMA product estimates how often two dimensions 
occur together or if they were independent (referenced near each other in the 
conversation).
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Customer
Service

Security
Merchandising

Cloud

SocialAnalytics

eCommerce

Marketing

Mobile

Figure A.12 Breakdown of concepts (discussions) held around IBMAmplify.

In an        affinity matrix, we want to look for areas with a high number of 
references, but areas that also show a high degree of affinity. For example, 
in Figure A.13, the concepts of customer and customer service (labeled item 1 
in the matrix) have a high number of references (1,210) and a high affinity. 
That is essentially a false positive, because every time someone uses the term 
customer service, she is by default using the term customer as well. Basically, 
the two words are right next to each other, so the affinity is high.
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Analytics

Apple

Capgemini

Citi

Cloud

Customer

Customer Svc

Facebook

IBM

Linkedin

Marketing

Merchandising

Mobile

Apple

2

N/A

238

1

13

7

6

122

8

106

CapGemini

N/A

2

123

56

29

32

Citi

238

N/A

28

29

124

863

2

1

17

Customer

96

N/A

1210

60

883

490

35

535

Facebook

2

33

N/A

140

1

38

27

IBM

247

314

N/A

1

511

22

68

eCommerce

5

208

5

313

4

207

High
Medium
Low
Normal

AffinityKey:

2 5

1 4 3

Figure A.13 Affinity matrix for IBMAmplify,

The first thing we noticed was the affinity between apple and citi (labeled 
2 in Figure A.13). We had expected to see Apple mentioned more around 
mobile (and indeed there was a higher than normal affinity between mobile
and apple, but not as strong as we expected). While there was a large amount 
of discussion around IBM and Apple’s various partnerships, what stood out 
in the conversations was how Citibank had created an Apple Watch applica-
tion, which leveraged IBM’s Design Thinking. There were several references 
to the fact that a number of features were delivered in a relatively short time 
(crediting design thinking) and pointing to the industry trend of rapid cre-
ation of user center applications.

We were not surprised to see the concept (or term) IBM used in a high 
affinity with other terms given this was an IBM-sponsored event. As we said 
previously, we wanted to be sure to take any trends we uncovered and give 
more weight to those being discussed by non-IBM employees rather than 
IBMers.

Right away, we saw IBM being referenced with a high affinity to both 
cloud and marketing (labeled 3 and 4 in Figure A.13). Again, with the hype 
around cloud computing and IBM’s rich portfolio in this space, this out-
come was not surprising. Looking at the data, however, we found a very 
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large set of discussions happening around IBM’s latest entry into this mar-
ket. IBM is moving toward a combination of SaaS/On-Premise offerings, 
what some would call a “cloud hybrid.” Interestingly, many of the attendees 
were referring to this as IBM Marketing Cloud. So again, we        saw a high 
affinity between the terms IBM and Cloud and IBM and Marketing (areas 3 
and 4 in the affinity matrix in Figure A.13). Clearly, IBM was getting some 
good coverage of this offering as the data surrounding the topic was fairly 
overwhelming. As a matter of fact, one of the findings we came up with was 
to do yet another pass at this model (or perhaps a separate model) looking 
at just cloud and the applications/services around it. We saw references to a 
wide variety of products and services (products such as Tealeaf or services 
such analytics and engagement all used in and around the conversations of 
cloud).

Finally, one of the other interesting insights we were able to observe was 
the frequent association between a company called CapGemini and  the topic 
of eCommerce (notice section 5 in Figure A.13). While there were a num-
ber of vendors at the conference, it’s clear that CapGemini was referenced 
more than others. This may be an artifact of the company’s popularity or 
its knowledge and use of social media. In any event, most of the discus-
sion around eCommerce was centered around (or had a high affinity) with 
CapGemini. There was a relatively high affinity between customer service and 
eCommerce as well. A quick set of searches revealed deep discussions around 
CapGemini and comments about presenting flexible presentation layers to 
customers and intelligent commerce applications. These were all positive 
comments by or about CapGemini, so clearly this company was standing 
out in the drive for customer service and eCommerce—a        message it made 
loud and clear !

Conclusions

Like most of the analysis we do, we tend to end up with more questions 
than answers as we dig deeper into the results. This isn’t a bad thing, but you 
have to remember that at some point, the analysis has to end. For example, 
as  we said earlier, there was interesting discussion       around cloud, and perhaps 
a deeper dive into the topic would reveal richer insights into the use and 
needs of cloud adopters. However, once we find that, will we find there is 
a whole subconversation around cloud and some other topic? The permuta-
tions can go on forever.
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With this simple analysis, we chose to get an overall understanding of 
the various themes of conversation. We’re happy with the results. In sum-
mary, we saw that many of the CAMSS themes are still alive and well in the 
hearts and minds of many. What was surprising about those conversations 
was the noted lack of discussion around security. Again, we want to be cau-
tious about drawing far-reaching conclusions about lack of concern because 
perhaps this audience wasn’t focused on security but rather engagement with 
customers. However, given the strong affinity around Apple/Citi and the lat-
est mobile banking application, there may be cause for caution or additional 
investigation.

If we had to sum up the major theme of discussion, we would say it was 
discussion around customer engagement (service) for the mobile space as 
well as what seems like a strong desire on the part of many of the attendees 
to investigate the hybrid cloud model (as opposed to a public cloud). Note 
that we said “investigate” because there was quite a bit of discussion and 
excitement around the topic, but no definitive talk about moving to it.
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